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CHAPTER 1: INTRODUCTION

Aristotle’s maxim ‘Equals should be treated equally, and unequals unequally, in proportion to
relevant similarities and differences’ was the philosophical blueprint concretized by economists
and mathematicians into the theory of fair division. Thorough explorations for almost a century
starting from the 1940s resulted in the concrete fair division problem and its extensive analysis.
This work resulted in numerous definitions and solution concepts that were meaningful in capturing
the seemingly subjective notion of fairness. Notably, the focus of most of this work was not on
the computational requirements of any methods that achieved the fair solutions, but was on the
properties of the final solution.

During the same time in the 1940s, mathematicians Steinhaus, Banach and Knaster were starting
to focus on this very ignored challenge of fair division, albeit in a different manner than the way
computer science studies it. They initiated the study of constructive methods to prove the existence
of fair allocations of a single resource, termed a cake. Their inspiration for this dates back longer
than Aristotle, to the Bible. Among several references to fair allocation problems in the Bible is
Solomon’s cut-and-choose protocol for a proportional division among two agents. Steinhaus posed
the problem of extending this to an arbitrary number of agents, to Banach and Knaster. Their
positive answer was the last diminisher method, which set in motion the quest for such protocols
for fairly dividing a cake, and a further computational study of these, for example, bounding the
number of cuts on the cake to obtain the fair solution.

Simultaneously, computer science was also starting to focus on computational investigations.
The visionary John von Neumann, in his 1952 paper, introduced the notion of a polynomial time
algorithm as a desirable characteristic. Subsequently, the rapid growth in computing technology
made efficient, that is, polynomial time, computation a fundamental problem in all areas of com-
puter science. The design and analysis of algorithms, and complexity theory - a systematic lan-
guage for analyzing the limits of computability, emerged as separate areas, and became central to
computer science. Further, paradigms like approximation algorithms were founded out of the view
that efficient computation was a vital requirement, even if the final solution was less optimal.

The advent of the Internet and the industrial revolution changed the nature of human interaction,
and the nature of real world problems. Today, in the 21st century, the pressing scientific challenges
are largely fair allocation problems, arising due to (i) limited natural resources necessary for sur-
vival, (ii) and man-made problems contributing to this scarcity, necessitating fair allocations of the
resources as well as the responsibilities to curb the man-made reasons. Algorithms have become
the heart of how the economy functions, humans interact, and therefore how solutions are de-
ployed. The computability of fair division was naturally drawn into spotlight for both economists
and computer scientists, and is also the broad subject of this thesis.
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The computational study of fair division requires specifying several aspects of the problem for-
mally. In Section 1.1, we will see how fair division evolved into a rich mathematical theory, and
how fairness came to have multiple formal definitions. This thesis is divided into three parts, out of
which the first is based on the joint work [1], and explores the Nash social welfare (NSW) notion.
NSW was independently discovered as a meaningful objective by three different communities - as
a solution of the bargaining problem in classic game theory, as a solution for proportional fairness
in networking, and as an equilibrium concept in economics, termed as the competitive equilibrium
with equal incomes (CEEI). Nash welfare is well-studied by the fair division community as well.
We extend the understanding of this objective to more general settings, namely when the individu-
als to allocate resources to are ‘unequal’, a setting termed the asymmetric agent entitlements case,
and when they have more complex utility functions, called the submodular functions. We describe
the setting and our results in Chapter 3.

The second part of this thesis studies another popular notion of fairness, the Maximin share
(MMS). This is based on the joint works [2] and [3]. Maximin share was introduced by [4] as a
relaxation of two other fairness notions, proportionality and envy-freeness. These notions were
defined and studied for a setting where the resources were assumed to be divisible, meaning they
could be fractionally allocated, for example, a cake. The Maximin share was particularly defined
for the setting when the resources are indivisible, for example automobiles, university seats, or
computing resource slots on networks. We initiate the study of the computability of allocations
that achieve the MMS guarantees, for more general settings than previously studied. Specifically,
we study the case when some of the resources could be chores, meaning negatively valued by the
individuals. Further, each resource could be a good to some and simultaneously a chore for others.
We also add the requirement that the solutions guarantee Pareto optimality (PO), meaning it should
not be possible to improve the utility of one individual without having to decrease some other
individual’s. Details and a formal discussion are in Chapter 4. We also initiate the study of fair
allocations under the notion of MMS, for the setting where the utility functions of the individuals
are something called the assignment, or OXS valuations. A definition of and the motivation to
study this setting, along with a formal discussion of our results, are in Chapter 5.

The final part of the thesis has a different theme, arising from our belief that fairness notions
will be useful in allocation problems beyond the typical settings where they are popularly used.
Towards establishing this formally, we first look at the world of routing problems, popularly studied
as congestion games. Here players wish to travel between two nodes on a given map, and their
cost to travel is a function of the roads they take, and the congestion, or the number of players,
on each road. Allocating routes is a natural fairness problem, and we apply definitions related to
envy-freeness, a notion primarily defined for allocating non-shareable resources, to this setting. A
formal discussion and details are in Chapters 6 and 7. This discussion is based on joint works [5]
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and [6].

Organization. The rest of the thesis is organized as follows. In the remainder of this chapter,
we first overview how fair division evolved from a philosophical maxim into a rich mathematical
theory (Section 1.1). Here we introduce the notation and formal definitions of concepts that will
be useful in the technical discussion. We then briefly overview routing games in Section 1.2, the
popular notions studied in their classical theory, and motivate fairness here. In the next chapter 2,
we review the state of the art literature, the important and breakthrough works that led to these,
and summarize our results, separately for each part of the thesis.

The technical discussion of our work follows in the next chapters. Chapter 3 is a detailed dis-
cussion of our work on the Nash welfare problem. Chapters 4 and 5 is a discussion of the second
part of the thesis, the Maximin share fair division problem. The final part, on fairness applied to
routing settings, is detailed in Chapters 6 and 7. The organization of each of these chapters can
be found within the corresponding chapter. These chapters are independent of each other, and can
be read in any order. We conclude with Chapter 8, overviewing some future directions that can be
pursued, to take our work ahead.

1.1 THE EVOLUTION OF FAIR DIVISION

Fair division is a complex theory deliberated with deep thoughtful consideration. There are
several excellent works that each explain how different parts of this theory came into being and the
current state of the art literature. For example, see [7] for the economic considerations developing
various versions of the fair division problem, [8, 9, 10] for cake-cutting - the popular term for
the fair division problem on non-shareable resources that can be fractionally allotted, and [11, 12]
for the distribution of non-shareable resources that need to be integrally allocated. This section
only surveys some of the basic reasoning through toy examples and questions, attempting to give
a glimpse of the complexities of this modeling process. At the end of this section is a discussion
of the broad directions of research undertaken by computer scientists working in this area.

There are several aspects of Aristotle’s celebrated maxim that need to be made precise to trans-
form it into a mathematical theory. To begin with, one needs to formalize how ‘equality’ of indi-
viduals should be measured. What are the ‘relevant similarities and differences’ of the individuals,
and how should they be quantified? We describe a few real world settings to show that there can
be multiple ways to do this.

Voting. ‘One man one vote’ is the foundational principle of democracy. This rule treats every
adult as equal, irrespective of any individual characteristic, and has very few exceptions (for exam-
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ple, insanity arguments or criminal records). However, one could argue that there could be reasons
why one individual’s vote should matter more than another. For example, one individual could be
making an informed choice, and another may be voting randomly. One individual could be living
in a different region and does not plan to move back, while another has been and will be living
in the region whose representative is being decided through the vote. One individual may have
‘earned’ the right to a higher valued vote, by being a ‘more’ contributing member of the society
- for instance, the votes of teachers, army veterans and doctors ‘deserve’ to be valued higher than
those of billionaires.

Analogous arguments can be made about any other rights guaranteed to every individual, for
example the right to education.

Combating climate change. Climate change is perhaps the most severe challenge today. Taking
measures to combat it has become a necessity. The Montreal Protocol was the first international
agreement that implicitly tackled climate change, by discussing the elimination of chlorofluorocar-
bons (CFCs), as they harm the ozone layer. The United Nations Framework Convention on Climate
Change (UNFCCC) was a landmark forum that explicitly addressed climate change. Participating
nations of the UNFCCC meet annually to discuss measures to stabilize greenhouse gas concen-
tration in the atmosphere. These annual meetings essentially discuss a fair treatment problem -
what percentage reduction in greenhouse gas emissions should each nation pledge to undertake
that year? It can be argued that this decision be based on the country’s contribution to the problem,
thus higher emitters of these gases should take higher responsibilities. Or one can measure the
needs of countries, for example, developing countries should not be asked to reduce their emis-
sions. Or one can ask every country, irrespective of any characteristic, to reduce their emissions by
the same percentage amount.

Splitting assets. Consider the frequently occurring situation where the assets of an estate must
be distributed among the heirs after the current owner has deceased. Should one consider the needs
of each heir, by measuring their independent wealth, and give larger shares to the poorest one? Or
should we do the opposite, meaning reward the richer heir, as they indicate the ability to handle the
assets in a better way? Or should we reward the heir who diligently took care of the current owner
in their final years?

And finally, a simpler toy example where there is a single natural direction.

Cookies and Friends. Suppose there are two friends, Alice and Bob who wish to share two
cookies, one macademia white chocolate flavored, and the other chocolate chip. Alice is allergic to
all nuts, hence will throw away any amount of the macademia cookie she gets. Bob is not allergic,
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but prefers eating the chocolate chip one as well. What percentage of each cookie should each get
to call the distribution an equal treatment? To solve this question, the first step is to decide what
aspects of Alice and Bob must be taken into consideration. Should Alice’s allergy be a part of the
measure that will decide the equality of Bob and Alice? Should Bob’s preferences be considered?
If both are considered, do they matter equally?

The various alternative ways proposed in these examples to measure the equality of individuals
each have their own merit, hence must be chosen as the ‘right’ measure based on the application.
For modeling these in a single mathematical problem, the following simple notion of a utility func-

tion is defined for each individual. Individuals are treated equally or unequally based only on these,
and all other characteristics are deemed irrelevant for the fair allocation decision. Particularly, in-
dividuals with identical utility functions must be allocated identical resources.

Utility functions. Every individual is associated with something called a utility or valuation
function. There are two ways in which this notion can be defined, resulting in two types of func-
tions. The first is called the cardinal utility functions. Such a function assigns a real value to every
possible allocation that the individual can receive. The second type of functions are called the
ordinal utility functions. These are comparison operators that given a set of possible allocations,
can rank them from the most preferred to the least.

Individuals are assumed to be rational, and prefer receiving allocations with higher cardinal
utility function values, or the most preferred allocation according to the ordinal function.

The setting of the fair division problem will be key in deciding whether to model it as one with
a cardinal or an ordinal functions. Every cardinal function implies an ordinal function, but these
functions are generally harder to elicit from the individuals than ordinal functions, and require
more resources to store and process in the fair division algorithms. Therefore it is beneficial to
not use them when not essential. For instance, in the Cookies and Friends example, The ordinal
utility function of both Alice and Bob would be identical. However, to treat them fairly, one would
want to consider both Alice and Bob’s requirements, but would want Alice’s allergy to impact the
fairness decision more than Bob’s dislike. Therefore using cardinal functions is meaningful here.
But in instances when fairness is measured using envy, meaning individuals feel fairly treated if
they each prefer their own share compared to those of the other individuals, then an ordinal function
is sufficient.

We will go over the computational considerations in modeling these functions, for example
their size, analytical properties that make them amenable to polynomial time computation, and
how they are specified to the fairness algorithms, after discussing how all the other parameters in
the fair division problem were modeled.
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Resources. The second task in this pursuit of modeling Aristotle’s maxim is creating mathemat-
ical handles for the resources that are to be allocated. In the voting example, the number of votes
that decide the political representative can be the resources, with the fairness problem being how
many must be assigned to each individual. In the climate change example, the central problem, the
total amount of greenhouse gas emissions to be reduced in a year are the ‘resources’, the problem
is to decide how much of these will be assigned to each country. The countries will have negative
valued utility functions, with worse values for higher amounts assigned to them. In the last two
examples, the resources are clear - assets of the estate, and the two cookies.

These examples only capture settings where the resources are non-shareable, meaning the allo-
cations to distinct individuals need to be disjoint. Fair division theory goes beyond such settings,
for example to capture fairness problems of shareable resources, for instance public infrastructure
like roads, parks, etc., or dynamic resources with utilities that change over time, like lab slots for
running experiments. The discussion of these is beyond the scope of this article.

For mathematical reasons, non-shareable resources are classified into two types - divisible and
indivisible. The former are those that can be fractionally divided and allocated to multiple indi-
viduals, and the latter are those that must be integrally allocated. To see a small instance of why
these types must be modeled separately, we point to the Cookies and Friends example again. If the
cookies were constrained to be integrally allocated, then this problem becomes very different, with
a natural solution - if the fairness notion requires both Alice and Bob to have positive utilities, then
Alice must be given the chocolate chip cookie. On the other hand, integral allocation constraints,
when the number of items are large, can be far harder to solve than the fractional assignment prob-
lems in the same setting. As empirical evidence, we point to the computational hardness of integer
linear programming problems as opposed to their fractional relaxations.

Divisible resources are denoted by real intervals. A large part of the literature on fair division of
these assumes a single divisible resource, which without loss of generality is denoted by the real
interval [0, 1]. Individuals can be allotted disjoint sub-intervals, and each agent can receive multiple
sub-intervals. Consequently their utility functions specify their preferences for every sub-interval.
Popularly, the resource is called a cake, and the sub-intervals are called pieces. This fair division
problem is called the cake-cutting problem, which informally is as follows.
Cake-cutting problem: Given a cake, and n agents with their utility functions over the cake, how
can we fairly divide the cake among the agents?

Indivisible resources are denoted by a set. Individuals can be allotted disjoint subsets of this set,
hence their utility functions specify preferences for every subset of the set of resources. The fair
division problem with indivisible resources is as follows.
Fair division with indivisible resources: Given n agents, m resources, and agent utility functions
over the resources, how can we fairly partition the resources among the agents?
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Indivisible resource settings can be further classified, based on whether the set of resources are
all goods, meaning non-negatively valued by all the individuals, or are all chores, meaning each is
non-positively valued by all, or are mixed, meaning every resource can be non-negatively valued
by some and negatively by others.

This thesis focuses mostly on indivisible resources. We will limit the discussion of notions in
the divisible setting to the topics that influence the theory of indivisible resources.

Fairness definitions

The informal fair division problem descriptions point us to our next task in the quest of formal-
izing fair division - qualifying what is fair treatment. More specifically, what is a mathematical
definition of fairness? Initial research on the cake-cutting problem led to the following two funda-
mental notions.

Proportionality. Solomon’s solution in the Bible for dividing a single object fairly into two
disputing individuals or agents, was the cut-and-choose protocol - one agent cuts the object into
two as per their own utility function, and the other agent chooses their favorite part first. The
argument for fairness is, the agent who cuts will make as equal pieces of the object as possible,
thus receiving a share they value half of their value for the whole object. The other agent will value
their chosen piece more than the one they rejected, hence also receives at least half of their value
for the object.

The implicit notion of fairness being used here is proportionality. Indeed, Steinhaus formally
proposed proportionality as the notion for fairness, in his introductory paper initiating the cake-
cutting problem [13]. Proportionality is defined as follows.

Definition 1.1.1 (Proportionality [13]). Given a cake and n agents with utility functions for the

cake, a division of the cake among the agents is termed proportional, if every agent values their

share at least 1/n times their value for the entire cake.

Envy-freeness [14]. Suppose a division of a cake satisfies the property that every individual
prefers their own share compared to anyone else. Individuals are said to have no envy for any other
individual in such a solution, and such a division of a cake is said to satisfy the property termed
envy-freeness. Gamow and Stern [14] defined fairness as envy-freeness, that is, a fair division of a
cake is equivalent to an envy-free division.

Envy-freeness is a stronger property than proportionality, as the former implies the latter. The
converse may not be true. For instance, the result of the cut-and-choose protocol is proportional,
but may have the individual who cuts envying the individual who chooses.
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Competitive equilibrium with equal incomes (CEEI). A drawback of both envy-freeness and
proportionality is that they do not guarantee an allocation of the resources to agents who value
them the most, in the utility maximization sense, as illustrated below.

For example, consider the Cookies and Friends example from the beginning of this section.
Suppose the utility function was instead as follows. Alice has utility 10 for the chocolate chip
cookie, and 0 for the white chocolate macademia. Bob has value 5 for each. Now consider the
following two alternative allocations. The first one gives both half of each cookie. Irrespective of
the utilities, this is an identical distribution, hence both proportional and envy-free. The utilities of
the two friends in this division are 5 each, with a total utility of 10. Consider the alternate division
that gives the chocolate chip cookie to Alice, and the other one to Bob. Each receives the cookie
they prefer over the other, hence the division is both envy-free and proportional. This also yields
utilities of 10 and 5 for their shares, and a total utility of 15.

The question then is, can we obtain a division of the resources that is envy-free, hence propor-
tional, and also ensures the sum of the individual utilities is maximized?

The answer to this question is negative, that is, there may be instances where the set of envy-free
divisions and utility maximizing divisions do not intersect. A simple counterexample is the above
instance where Bob’s utilities are now modified to 100 for both the cookies.

There is another notion for optimizing the allocation of resources (and not maximizing the sum
of utilities), known as Pareto optimality. This is when no other division can ensure a higher utility
share to some individual without decreasing the utility of any other individual.

Definition 1.1.2 (Pareto optimality). An allocation is called Pareto optimal if there is no other

allocation where at least one agent receives a strictly higher valued share, and every other agent

receives at least an equal valued share.

Any allocation that satisfies either of these properties - maximum sum of utilities (MSW), or
Pareto optimality, is called economically efficient. Note that the former implies the latter. The key
difference between the two properties is scale-freeness. MSW incentivizes individuals to magnify
their utility functions arbitrarily. As individuals are assumed to be rational and desire to maximize
their own utility, with no consideration to that of others, such concepts suffer the serious drawback
that if applied in real life interactions, they do not ensure truthful reporting of utility functions.

From the perspective of fair division, the question then is, is there an allocation that satisfies
envy-freeness and PO?

A positive answer to this is the compelling notion of competitive equilibrium with equal incomes
(CEEI). Defined and shown to exist by [15], the idea is that every individual is given an equal
amount of an artificial currency to spend on the resources. The solution, or the equilibrium, is a
price vector, specifying the price for every possible share of the resource, and a division of the
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entire cake such that every individual spends all their money buying the most valued share they
could.

As individuals were given the same amount of money, the shares bought by every individual are
affordable to every other individual. And as individuals have bought shares that have the highest
utility among all their affordable shares, they do not envy any other individual’s shares.

The solution also satisfies Pareto optimality. One can show this by arguing that any solution that
contradicted this property of the CEEI solution would instead have been the CEEI solution.

These three notions form the three foundational pillars of the cake-cutting problem. The indivis-
ible resource problem, however, requires renewed explorations. To see why, consider the simple
example where one indivisible resource must be allocated among two agents. Neither a propor-
tional nor an envy-free, hence nor a CEEI solution exists here. Researching new fairness notions
useful for this setting was a new line of research, resulting in the following definitions.

Maximin share (MMS) [4]. The cut-and-choose protocol, the key motivation behind introducing
proportionality, is fair because it ensures the following - if an individual themselves make a division
of the resources and chooses last, then they are only guaranteed the share with the lowest utility,
hence cut in a way that maximizes the value of this worst share.

Maximin share is the value assured if the cut-and-choose experiment were simulated in the
indivisible resource setting. Formally, the MMS value of an agent is defined as follows.

Definition 1.1.3 (Maximin share (MMS) [4].). Given a set of m indivisible resources, n agents,

and one agent’s utility function v(.) specifying their utility for every subset of the resources, this

agent’s MMS value is the maximum possible utility of the minimum valued bundle, maximized over

all possible divisions of the resources into n bundles.

Analogous to the cut-and-choose protocol’s guarantee, a division of resources among a set of
agents is said to satisfy maximin fairness, if every agent receives a share of value at least equal to
their maximin share value.

Interestingly, maximin share allocations may not exist for every fair division instance, as shown
by [16]. Therefore, the definition was relaxed to find allocations that ensure everyone α times
their MMS value, for the best constant α < 1 for which such allocations do exist. There are two
directions in which this relaxed problem can be pursued. The first is an existence problem - find the
largest constant α such that α-maximin fair allocations exist for all fair division problem instances.
The second is a computational problem - design a polynomial time algorithm, that computes for
every instance, an α-maximin fair allocation for the best α for the instance, meaning an (α+ϵ)-fair
allocation does not exist for this instance, for any ϵ > 0.
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α-maximin fairness is a scale-free property. This means that if the agent utility functions are
scaled by any constant factor, an α-maximin fair allocation for the original problem is also α-
maximin fair in the scaled setting.

Relaxations of envy-freeness. As envy-free divisions of indivisible resources may not exist, ex-
tending the notion to this setting involved relaxing the definition. The challenge is then to define
and obtain approximate solutions by relaxing the envy definition as slightly as possible. The first
work to start this study was [17]. Their focus was designing approximation algorithms that satis-
fied envy-freeness as closely as possible, rather than defining new relaxed notions. One of their
algorithms that they termed bounded the maximum envy, was explicitly termed and proposed as
the fairness notion EF1, by Budish [4]. This latter work proposed two key relaxations of envy-
freeness. These definitions have the desirable property that they can be verified, hence could also
be computed, using ordinal utility functions.

Definition 1.1.4 (Envy-free up to one item (EF1) [4].). An allocation of resources is said to be

envy-free up to one item, if for every individual a, there is some item that can be taken away from

any other individual b, after which a values their own share more than they value the share of b.

Definition 1.1.5 (Envy-free up to any item (EFx) [4].). An allocation of resources is said to be

envy-free up to any item, if for every individual a, upon taking away any item from any other

individual b, a values their own share more than they value the share of b.

The algorithm proposed by [17] shows that EF1 allocations always exist, even in very general
settings, for example when one does not assume any restrictions on the agent utility functions,
other than monotonically non-decreasing utilities over increasing sets of the resources. On the
other hand, the problem of deciding whether EFx allocations exist, even in special cases, such as
a setting with 4 agents with linear utility functions (utility for a set of resources equals the sum of
utilities for the individual resources in the set) is an important open problem.

Nash welfare. Proposed as a solution to the bargaining problem [18], the Nash welfare is a value
associated with every possible allocation of the resources, defined as follows.

Definition 1.1.6 (Nash welfare (NSW) [18].). The Nash welfare of an allocation is the geometric

mean of all the agent’s utility values for their shares in the allocation.

A solution that maximizes the Nash welfare value over all possible allocations is said to be Nash
optimal. [19] showed several properties of a Nash optimal allocation, giving compelling reasons
why it should be accepted as a solution to the fair division problem. For instance, these allocations
satisfy EF1, and are Pareto optimal. Further, if the indivisible resources are relaxed and allowed
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to be fractionally allocated, the Nash optimal solution coincides with the CEEI solution for this
divisible setting.

Computationally, computing Nash optimal solutions is NP-hard. Therefore, the key open prob-
lem is finding α-approximately Nash optimal allocations, or those whose Nash welfare value mul-
tiplied by some constant α equals the highest Nash welfare value, for as small an α > 1 as possible.

α-Nash optimality satisfies scale-freeness of the utility functions. That is, if agent utility func-
tions are scaled by any distinct constant factors, an α-Nash optimal allocation for the original
problem is also α-Nash optimal in the scaled setting. Particularly, the set of Nash optimal solu-
tions remains the same.

We describe one last parameter in the formalization of the fair division problem, defined due to
certain drawbacks that arise from the way that the other parameters were formalized.

Agent weights. Recall the part of Aristotle’s maxim of treating unequals unequally. One way to
capture agent inequalities, as argued in the motivation for their definition, is to have the agents’
utility functions reflect the inequality. However, if the underlying ordinal utility functions of the
agents are identical, and the fairness notion being considered depends only on these, or is scale-
free, then the utility functions will be insufficient. To resolve this, we associate a new parameter,
termed the agent weight or entitlement. This is a scalar value, and the idea is to divide the resources
fairly according to these weights, that is, an agent with weight α times another must have their share
valued or ‘weighted’ α times the other’s, in some manner. If the agents have identical weights they
are called symmetric, and called asymmetric otherwise. The following are the most popular notions
defined for the asymmetric setting.

Weighted Nash welfare. Defined in [20] as an extension of the Nash bargaining solution to the
asymmetric agents setting, as follows. Note that maximizing the Nash welfare value is identical to
the objective of maximizing the sum of logarithms of the agent utility functions over all allocations.

The weighted Nash optimal allocation maximizes the sum of the weighted logarithms of the
agent utility values, where the weighted logarithm is the logarithm of the utility value multiplied
by the weight of the agent. Equivalently, the weighted Nash welfare value is the weighted geo-
metric mean of the agent utility values, where each utility is raised to a power equal to the agent
weight, and agent weights are normalized to have sum equal to 1. An allocation is weighted α-
approximately Nash optimal, if it has the weighted Nash welfare value equal to 1/α times the
maximum such value among all allocations.
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Any price share. [21] Recently proposed, the any price share is a notion defined as follows.
Suppose the agents weights are normalized to have sum equal to 1. Also suppose the resources
have prices associated to them, such that the sum of prices is also normalized to have sum 1. Then
an agent with weight b is said to find affordable any subset of the resources, or a bundle, of total
price at most b. A rational agent, given a price vector, will choose the highest utility bundle among
all affordable bundles. Any price share is the utility assured if an adversary sets the prices, and the
agent is rational. That is, the lowest possible utility over all price vectors, such that highest utility
affordable bundle is chosen for each price vector, is the any price share of the agent.

Weighted envy-freeness and weighted maximin share. Various extensions of the envy-free
notions and the maximin share have been proposed for the asymmetric settings. These are beyond
the scope of this article. We refer to [22, 23] for discussions of these.

The fair division problem is complete - Given a set of m indivisible resources, n agents with
weights and utility functions for the resources, compute a fair allocation of the resources among
the agents, according to the desired notion of fairness. We end this section with a discussion of the
most popular research directions that are ongoing in this area, with some immediate open problems
for each.

1. New notions that generalize the problem. From the economic lens, defining new notions of
fairness that capture existing and more complex scenarios is a key direction. The current model
captures individual fairness. One such general setting already being explored is where agents can
be strategic, and can collude to form groups. They report false utility functions to accumulate a
larger set of resources within the group, and re-compute allocations of these within the subset of
agents that colluded. Group fairness is a notion that disincentivizes collusion. Group-wise fair
MMS is defined to extend MMS to capture this, and finding the best α for which α-approximate
groupwise fair MMS allocations exist is open.

2. New fairness concepts for current settings. Every known notion has certain desirable prop-
erties as well as drawbacks. For instance, maximin share and EFx are important notions, but they
are not known to exist. In fact, maximin fair allocations are proven to not exist. Nash optimal
solutions are known to be computationally intractable. While computational research focuses on
finding approximately optimal solutions, a caveat is that the approximate guarantees do not have
the same compelling reasons to justify they are fair. For instance, α-Nash optimal solutions need
not satisfy EF1 or Pareto optimality. Economic research focuses on defining new notions such
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that optimal solutions are guaranteed to exist, and whose approximate solutions will also satisfy
fairness guarantees.

3. Existence. The existence of exactly fair allocations according to some key fairness notions
is not known. For instance, it is an open problem to decide if an EFx allocation exists for every
fair division instance, even if the instances are restricted to those with 4 agents with linear utility
functions. Another example is the α-maximin fair allocation results. Constructive results for
particular α values show the existence, while counterexamples negate the existence of β-maximin
fair allocations, for β > α. Closing this gap is an open problem. More specifically for example, for
the class of instances where agent utility functions are restricted to be linear, deciding the highest
α between 3/4 and 39/40 for which an α-MMS allocation always exists is a key open problem.

4. Design of efficient approximate algorithms. Without assuming any mathematical properties
to the utility functions, it is difficult to achieve good approximation guarantees. For example,
suppose one only assumes the functions are monotonically non-decreasing, meaning agents always
prefer to have supersets of the set instead of the set, for any set of resources. Then an α-maximin
share can be shown to not exist, for any α > 0. To obtain more meaningful results, we restrict the
utility functions to belong to some subclass of functions, which are also meaningful. Assuming
linear or additive functions is one such extensively studied setting. There are separate series of
works studying the fair division problem with additive function agents, for all the fairness notions,
including NSW and MMS. These also show intractability and non-existence results. Resolving the
limits of intractability, that is, for NSW and MMS, designing algorithms with improved and tight
approximation guarantees is a key direction of research.

5. Fixed parameter tractability The fair division problem, even when restricted to linear util-
ity functions, has significant non-existence and intractability results. While searching for the best
possible approximation algorithms is important, another direction pursued is fixing some param-
eters to be constant. For example, settings where the number of agents are constant, or the case
of restricting utility functions such that each agent is allowed to have at most k non-zero valued
resources, for a constant k, are meaningful and capture several real life settings. Finding better
results than the general case for these is an active direction. Perhaps the biggest open problem here
is deciding if EFx allocations exist for all instances with 4 agents, as the answer for a general n

number of agents has remained elusive after extensive research.

6. Generalizing other parameters for a fixed fairness notion. Every fairness notion has been
extensively studied for the setting with linear utility functions, when the resources are all goods,
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and when the agents have symmetric weights. It is important to initiate the study of efficient al-
gorithm design for more general settings too. There are three key generalizations currently being
actively pursued: (i) agents have asymmetric weights, (ii) the resources are chores or mixed, and
(iii) the utility functions are more general than linear functions. The important utility functions
being explored are budget-additive, separable piece-wise linear and concave (SPLC), matroid rank
functions (MRF), weighted matroid rank functions (wMRF), OXS, Submodular, subadditive and
XOS functions. The definitions of the classes relevant to us are as follows. Those of the remain-
ing functions can be found in the book [24]. All functions are defined on a set of m indivisible
resources, denoted by [m] = {1, 2, · · · , m}. We denote each function by u : 2[m] → R≥0.

• Additive or linear: The value or utility of a subset of items is equal to the sum of values of
the individual items in the subset. That is, u(S) = ∑

j∈S u(j), for all S ⊆ [m].

• OXS: Every function is associated with a complete bipartite graph, denoted by G(L, R, E),
where the vertices in the left part L of G each correspond to a distinct resource in [m], and
the right part R can have any number of vertices. The value of a subset of resources S ⊆ [m]
is equal to the value of a maximum weight matching of the sub-graph of G obtained by
restricting the left part L to the vertices that correspond to the resources in S.

• Submodular: Any function that satisfies the property u(S∪S ′)+u(S∩S ′) ≤ u(S)+u(S ′) is
called submodular. An alternate equivalent definition is using the notion of marginal utility
values. These are interpreted as the value of an item j over another set of items S, defined as
u(S ∪ {j})− u(S). Submodular functions are those that satisfy the property of diminishing
marginal returns, that is, u(S∪{j})−u(S) ≥ u(S ′∪{j})−u(S ′), for any sets S ⊆ S ′ ⊆ [m],
and any j ∈ [m].

These function classes are related to each other as follows.

Additive ⊊ SPLC ⊊ OXS ⊊ Submodular ⊊ XOS.

Additive ⊊ BA ⊊ Submodular ⊆ XOS ⊆ Subadditive,

MRF ⊊ wMRF ⊊ Submodular.

Some important open problems here are: (i) finding better than 1/3-approximate MMS alloca-
tions for the fair division problem on goods where the agents have submodular utility functions,
and (ii) better than linear factor algorithms for the Nash welfare problem with asymmetric agents,
goods, and linear utility functions.
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7. Other tractable relaxations. Apart from approximation of the optimal solution, it is fruitful
to ask if there is some other relaxation of the problem. For instance, a recently initiated line
of research finds randomized allocations that ensure ex-post exact envy-free, and ex-ante relaxed
envy-free (further relaxed than EF1) guarantees. Such dual guarantees are called best of both

worlds guarantees, and finding a balance between ex-ante and ex-post, and the correct fairness
notions, that ensures strong guarantees on both sides, is an open problem.

8. Algorithms for guaranteeing multiple notions of fairness. Every fairness notion has certain
drawbacks. Further, most of them do not guarantee economic efficiency. Therefore, an important
question is to show the existence of and design algorithms for allocations that (approximately)
guarantee multiple fairness and efficiency guarantees. Some important open problems here are,
does an EF1+PO allocation exist for agents with submodular utility functions? Design an algorithm
for computing a 1/2-MMS+PO allocation for allocating goods among agents with linear utility
functions.

1.2 ROUTING PROBLEMS

Routing games are one of the foundational topics of Algorithmic game theory. Introduced
by [25], these games are also popularly studied under the alternate name of congestion games.
They have enjoyed enormous attention, both in theory and practice, due to their ability to effec-
tively and efficiently model large and complex networks. Their theory has in turn been influential
in shaping AGT, by contributing central notions like the Price of Anarchy, which captures the
cost inefficiency of worst case Nash equilibria of games, and regret-minimizing agents. The term
routing games is mainly used when modeling traffic, an example of a large and complex network.
Informally, the task of routing traffic is modeled as a game as follows.

Informal routing game model. Routing games model traffic as follows - the network or a map
is specified as a graph where the nodes are locations and edges are direct roads connecting two
locations. The players of the game are the users who wish to travel between their specified source
and destination nodes. Each player’s strategy set is all possible paths between their source and
destination nodes. Each road is congestion aware, meaning each user has a cost function associated
with every road, that is non-decreasing with respect to the number of users who are assigned this
road in the solution. The cost to a player for choosing a particular path or strategy, is the sum of
costs of taking the individual edges or roads along the path. A feasible solution is an assignment
of a path to every user chosen from their strategy set.

15



Given this model, a natural question is how to characterize good or optimal feasible solutions.
There are two main solution concepts - the Nash equilibrium, and the minimum cost solution.

Nash equilibrium. A mixed strategy for each user in a routing game, is a probability distribution
over all of their (pure) strategies, that is, paths between their source and destination nodes. A strat-
egy vector is a vector of mixed strategies, one corresponding to each player. A Nash equilibrium of
a routing game is a strategy vector where no user has incentive to unilaterally deviate. This means
that any other strategy vector, where exactly one user changes their strategy, gives equal or worse
cost to this user.

Nash equilibrium solutions have several desirable properties. Among others, a Nash equilibrium
is a player’s best response for the strategies chosen by everyone else. [25] showed that every
routing game has a pure strategy Nash equilibrium, which means that every player’s mixed strategy
in the equilibrium solution has probability 1 for exactly one of their (pure) strategies. Moreover,
the pure strategy Nash equilibrium can be found by the following simple best response update
method - start with an arbitrary feasible solution, and until one reaches an equilibrium, pick an
arbitrary player who can switch to a lower cost strategy, and swap their current strategy to their
best response strategy.

Optimal cost solution. The solution that minimizes the sum of costs to all users among all
feasible solutions, is the optimal cost solution. An optimal cost solution is the most economically
efficient solution, and is also Pareto optimal.

The fairness perspective. Routing traffic can be naturally modeled as a fair allocation problem
- the roads are the resources, the users are the agents with non-zero utilities for paths between their
source and destination nodes. There are two differences in this setting from the indivisible resource
allocation problem, as follows. First, the resources are shareable that is, the paths assigned to the
agents may not be disjoint. And second, the resources have externalities, meaning the assignment
of one user can affect the cost to other users, because of the congestion aware nature of the net-
work. Several works have separately explored the settings of shareable resources or resources with
externalities. Most of them propose fairness notions that extend the concepts of proportionality or
envy-freeness here. As envy-freeness is the stronger of these in cake-cutting theory, we ask the
questions,

How can envy-related fairness notions be defined in routing settings?

In fair division theory, the main economic considerations while developing any new notion are
the following two central axioms - ‘equal treatment of equals,’ and Pareto optimality. The Pareto
optimality requirement seems especially important in a routing setting - to see why, consider the
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situation when all the users have the same source and destinations. Assigning them identical routes
would be envy-free according to any envy-related definition. This solution would be impractical,
as the high congestion will result in high costs to each user. Therefore, our goal is an attempt to
define fairness notions that satisfy both requirements. We explore the stronger question,

Are there meaningful notions that ensure envy-freeness and economic efficiency, and are also

efficiently computable?

We initiate the study of these questions in our work [5]. Before exploring envy-related concepts,
we first discuss why the two popular concepts - Nash equilibrium and optimal cost solutions, may
not be the answer to the above question. The optimal cost solutions are Pareto optimal, but are
not concerned with individual treatment at all. Nash equilibrium solutions can be considered to
be treating equals equally, if fairness is equated to a best response outcome. Nash equilibria may
however not be Pareto optimal.

The Price of Anarchy (PoA) results are an argument in favor of using Nash equilibria. PoA
is defined as follows. The efficiency of a routing game is the ratio of the total cost of the best
Nash equilibrium, which is the equilibrium with the lowest total cost, with the optimal cost of
the instance. The PoA of a class of instances is the worst efficiency ratio over all instances. It
is known that the PoA of the class of instances where all the congestion cost functions are small
degree polynomials is small. For instance, if all cost functions are linear, then any Nash equilibrium
has a total cost at most 4/3 times that of the optimal cost, hence is 4/3-Pareto optimal, meaning no
other solution can give every user 3/4 times their current cost, and some user a strictly lower than
3/4 times their current cost. This shows that Nash equilibria are approximately Pareto optimal as
well.

However, these ratios seem to rise rapidly with the increase in the degree of the polynomial.
Further the famous Braess’ paradox example shows that there may exist instances where the Nash
equilibria are dominated by feasible solutions that give every user a better cost strategy. Therefore,
we seek new notions that may be meaningful, and may capture fairness from a different perspective.

In a follow-up work [6], we extend our setting to dynamically changing networks and users
appearing in real time in a streaming fashion. This setting is motivated by the dynamically chang-
ing travel time estimates of road segments in real world networks. Routing with dynamic costs is
an expensive problem in terms of latency, meaning computing the solution in real time for each
changed estimate may be infeasible. Therefore, finding the optimal route with respect to the dy-
namic costs in a practical setting is a difficult task. Further, we also ask that our algorithms ensure
fairness guarantees to all users. We propose a new type of user assignment, instead of a single path
between their source and destination, and new notions of fairness for this setting.

We make the case that a precomputed set of routes, termed alternatives, between two endpoints
in the network can be sufficient to nearly match the optimal assignment of users to paths. For each
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request, our algorithm evaluates the set of precomputed alternative routes using the dynamic costs,
and serves the best one to the user at each round. Our algorithms utilize historical information
about the traffic demands in the road network and are semi-online, in the sense that they anticipate
a certain amount of traffic, but perform well even when a random subset of the traffic actually
appears. We also extend our envy-freeness notions to this semi-online setting, where the users cost
functions are known apriori, but only a subset of them may appear, in a random order.
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CHAPTER 2: LITERATURE REVIEW AND SUMMARY OF RESULTS

2.1 THE NASH WELFARE PROBLEM

The Nash welfare problem is as follows - given a set of m goods, n agents, and utility or valua-
tion functions of the agents for the goods, compute an allocation with the maximum Nash welfare
value. To see the mathematical formulation of the problem, let us define some notation.

Notation. Denote by [m] = {1, 2, · · · , m} the resources, by [n] = {1, 2, · · · , n} the agents, and
by A = {A1, A2, · · · , An−1, An}, an allocation or a partition of the resources among the agents,
where each agent i ∈ [n] receives the set Ai. That is, A is any n sized set of subsets of [m] that
satisfies Ai ∩ Ak = ∅ for any i, k ∈ [n], and ∪i∈[n]Ai = [m]. Let Π be the set of all possible
allocations, that is, Π = {A = {A1, · · · , An} | Ai ∩ Ak = ∅∀i, k ∈ [n],∪i∈[n]Ai = [m]}. Finally,
let vi : 2[m] → R≥0 denote the valuation function of each agent i. If the agents have weights, let
the weight of agent i be wi, such that

∑
i wi = 1.

Nash welfare problem. The problem with symmetric weight agents is to find an allocation in
the set argmaxA∈Π

∏
i∈[n] vi(Ai)1/n. The problem with asymmetric agents is to solve,

argmax
A∈Π

∏
i∈[n]

vi(Ai)wi .

The Nash welfare objective was shown to satisfy several desirable fairness properties, for ex-
ample EF1 and PO by [19]. [22] showed that such properties are also satisfied by the asymmetric
Nash welfare problem, specifically, PO and a property they call the weak weighted envy-freeness
up to one good (wwEF1).

The computational problem is NP-hard, even with 2 symmetric weight agents who have linear
valuation functions. A simple reduction from the known NP-hard Partition problem shows this.
Therefore, the relaxed version asks to design efficient algorithms to compute an allocation whose
Nash welfare value is 1/α times that of the maximum Nash welfare value, for an α > 1 as large as
possible. This approximation problem has been extensively studied in the symmetric agents setting
(when every wi is 1/n). The most popular works can be divided into two key lines of research -
(i) stronger approximation guarantees for the setting where the agents have linear, or as popularly
termed additive valuations (defined at the end of Section 1.1), and (ii) algorithms for more general
cases, with more complex agent valuation functions. We describe these here.
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Additive valuations. The symmetric agents problem with additive valuations was shown to be
hard to approximate within a factor 1.069 by [26]. On the positive side The first breakthrough result
on the Nash welfare problem was [27]. They showed a 2e1/e ≈ 2.888 approximation algorithm,
and introduced the notion of spending restricted market equilibrium. Later, [28] improved their
analysis to achieve an approximation factor 2. An approximation factor 2 algorithm was also shown
by [29], who used a different approach, and used the theory of real stable polynomials. The current
best factor for the additive functions setting is e1/e ≈ 1.45, by [30]. Their key idea is a connection
between EF1 allocations for agents with identical utility functions, and approximate Nash optimal
solutions.

General valuations. Constant factor approximation algorithms were obtained for slight general-
izations of the class of additive functions - by [26] for budget-additive functions, by [31] for SPLC
functions, and by [32] for a combination of the two. The approximation factor of the last work is
e1/e, hence matches the best known factor with additive functions.

Our work, [1] initiated the study of this problem for the far larger class of submodular functions.
We show an O(n log n) approximation algorithm for this setting, where n is the number of agents,
which additionally allows the agents to have asymmetric weights as well. We also show a 1.58
factor inapproximability for this problem, observing that this setting is strictly harder than the
additive setting, where a positive result for a better factor is known. Subsequently, submodular
functions and classes closer to these gained the attention of the fair division community. [33, 34]
showed linear time algorithms for the larger class of subadditive functions. The inapproximability
of the social welfare maximization problem (maximize the sum of values of agents) [35] implies
that under the value oracle model, this is the best possible factor [33]. [36] studied the problem
for XOS functions, which lie between submodular and subadditive, and gave a sublinear O(n53/54)
factor algorithm, when both demand and XOS oracles are provided.

Constant factor algorithms for such larger function classes also soon followed, in a series of
remarkable works. [37] gave methods to approximate the optimal Nash welfare value, but not
efficient methods to compute an approximately optimal allocation, within a factor e3/(e − 1)2 ≈
6.8, for a broad class of submodular functions that contains, among others, coverage functions and
summations of matroid rank functions. [38] defined and studied the Rado valuations, a subclass of
submodular functions that combines the OXS matching constraint with a matroid constraint. They
gave an approximation factor of 772 for this setting. By extending their techniques, [39] showed
a constant 380 factor approximation algorithm for submodular functions. Recently, [40] showed a
(6 + ϵ) factor algorithm for the submodular case, and a (12 + ϵ) factor algorithm that additionally
also guarantees the 1/2-EFx property.
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Asymmetric Nash welfare. The asymmetric nash welfare problem was first explored in [41]
who showed a O(m) factor algorithm, where m is the number of resources. Our work [1] gave
the first algorithms independent of m. We showed an n factor algorithm for the case when the
agents have additive utility functions, and an O(n log n) factor algorithm for the submodular
functions setting. [38] studied the problem for the setting with Rado valuations, and gave a
772(wmax/wmin)3 factor algorithm, where wmax and wmin are respectively the largest and smallest
entitlements among all agent entitlements. Recently, [40] studied the submodular functions case,
by giving a (wmax/wavg + 2 + ϵ)e-factor algorithm for this case, where wavg is the average of all
agent entitlements.

Tractability for special cases. A different line of work studies special subclasses of the Nash
welfare problem with additive utility functions that are tractable, meaning admit an FPTAS or a
PTAS. These works are as follows. When the agents have identical additive utility functions, an
symmetric weights, [41] show a PTAS that efficiently computes an ϵ-approximate Nash optimal
allocation for fixed constant ϵ. [42] gave greedy algorithms that obtained a 1.061 factor guarantees
for this case. For the case with constantly many symmetric weight agents, [43] showed an FPTAS.
Recently, [44] improved these results to the asymmetric weights setting. Additionally, when the
agents have identical k-ary valuations for a constant k, meaning they have at most k different values
for the goods, they show an efficient algorithm to obtain the Nash optimal allocation. They also
show an efficient algorithm for the case with general monotone non-decreasing functions where
each agent has non-zero value for at most 2 goods, and complement by showing that with non-zero
value for 3 goods, the problem is NP-hard even with additive functions.

2.1.1 Our results

We initiate the study of the Nash welfare problem for the setting where the agents have asym-
metric weights and submodular valuation functions. The submodular functions generalization had
not been explored prior to our work, while only a trivial O(m) factor approximation algorithm,
where m is the number of items, was known for the asymmetric weights setting. Our results for
these settings, and some further interesting properties about our techniques, are as follows.

• SMatch: Our first algorithm is an O(n) factor algorithm, where n is the number of items, for
the setting with asymmetric agent weights, and additive valuation functions.

• RepReMatch: Our second algorithm is an O(n log n) factor algorithm, for the more general
setting with submodular valuation functions and asymmetric agent weights.
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• Both of our algorithms are simple to understand and involve clever modifications of a greedy
repeated matchings approach.

• Both the algorithms ensure the EF1 fairness guarantee, along with the approximate Nash
welfare guarantees.

• We also study the special case of the submodular functions, asymmetric weights setting
where the number of agents is constant. We resolve this setting, by giving a (1 − 1/e) ≈
1.5819 factor algorithm, and a matching hardness of approximation.

• We additionally show that SMatch gives a 1.45 factor guarantee for the setting with restricted
additive valuations, meaning that the value for each agent i for any item j is some value vj

or zero. This matches the optimal factor for the setting with general additive valuations and
symmetric weight agents.

• We prove the tightness of our analysis by giving counterexamples that show that (i) for slight
generalizations of our settings, namely the subadditive and XOS valuations, the same factors
cannot be shown by using a similar algorithm, and (ii) for the setting we explore, of additive
valuations with asymmetric agent weights, there is an instance which results in an allocation
with the proven worst case guarantee.

2.2 THE MAXIMIN SHARE PROBLEM

The maximin share (MMS) value of each agent is the maximum value among all allocations, of
the minimum valued bundle in each allocation. That is, using the notation from Section 2.1, the
MMS value of an agent with valuation function v(.) is given by,

MMS = max
Π

min
k∈[n]

v(Ai).

The Maximin share problem. An allocation A is called MMS-fair, if vi(Ai) ≥ MMSi, for
every agent i ∈ [n], where vi(.) is the utility function of agent i, and MMSi is their MMS value.
The maximin share fair allocation problem is, given n agents, m indivisible items, and utility or
valuation functions of the agents for the goods, to efficiently compute an MMS-fair allocation.

Note that, by definition of MMS, if the agents have identical valuation functions, their MMS
values and the allocations that define these will be identical. Therefore, any allocation that defines
their MMS value is MMS-fair. Equivalently, the problem of computing the MMS value of an agent
is the same as the problem of computing an MMS-fair allocation for the instance with the same
resources but where all the (same number of) agents have a utility function identical to this agent’s
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function. This problem is NP-hard, as can be shown by a simple reduction from the well known
NP-hard Partition problem. However, a PTAS is known [45] since before the problem was defined,
from the theory of machine scheduling problems.

With non-identical functions however, [16] showed that MMS-fair allocations may not exist at
all. Therefore, the fairness guarantee was relaxed, by searching for approximate MMS allocations,
defined as follows. An allocation is called α-MMS-fair, for some α > 0, if every agent receives a
bundle they value at least α times their MMS value. Before we describe the most popular works
on this problem, we observe a key challenge in pursuing this.
Key Challenge. The existence of an α-MMS allocation for the setting with non-identical agents,
and additive valuation functions, is not known. Therefore, successful attempts that prove efficient
algorithms for larger values of α, also show the important existence guarantee of α-MMS alloca-
tions as a corollary.

The α-MMS problem was extensively studied, especially for the setting with additive valuation
functions. With additive valuations, the major results can be divided into three further categories,
based on whether they explore the fair division of goods, chores, or mixed items.

Goods. [46] was the initial work to study this problem. They showed the existence of MMS
allocations in some restricted cases, for example when the value of each good is at most some
small value. The first breakthrough result for the general additive function setting was in [16], who
showed that MMS allocations may not always exist, but 2/3-MMS allocations always do. This
inspired a series of works that showed progressively simpler methods for the efficient computation
of 2/3-MMS allocations [47, 48, 49]. Then [50] broke the 2/3 barrier, by showing the existence
of a 3/4-MMS allocation. Finally, the state of the art result was [51], who showed that a (3/4 +
1/(12n))-MMS allocation always exists. The PTAS of [45] to compute MMS values can be used to
find a (3/4+1/(12n)− ϵ)-MMS allocation for any ϵ > 0 in polynomial time. The same paper [51]
also show a strongly polynomial time algorithm to find 3/4-MMS allocation. Other notable works
on the goods only case before being improved by follow-up work are [49, 52, 53, 54]. On the
negative side, [55] showed that a better than 39/40-factor allocation does not exist for all instances
in this setting.
Constant number of agents. A small but significant line of work studies the setting with constantly
many agents. For three agents [47] showed that a 7/8-MMS allocation always exists. This factor
was later improved to 8/9 in [56]. For four agents, [50] showed that a 4/5-MMS allocation always
exists. Our work [57] gave an algorithm that, given an instance and any ϵ > 0, computes an
(α − ϵ)-MMS allocation, for the highest α ∈ (0, 1] for which an α-MMS allocation exists for the
instance.
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Chores. [58] first studied the MMS problem with a chores manna. They introduced an algorithm
for finding 2-MMS allocations (Our definition of α-MMS for the mixed manna is consistent for
agents with positive as well as negative MMS values. We define α as smaller than 1, and consider
1/α-MMS valued bundles as α-MMS. Prior results for the chores manna have α > 1 and ask for
α · MMS valued bundles. We state the approximation factors as defined in the original papers,
and ask the reader to invert them when relating with ours). [48] improved the previous result by
showing an algorithm for a 4/3-MMS allocation. Later, [59] improved this result to a 11/9-MMS
allocation. They also showed a PTAS to find (11/9 + ϵ)-MMS allocation and a polynomial time
algorithm to find a 5/4-MMS allocation. [60] improved these results, by introducing the notion
of picking sequences for chores, and gave a 5/3-factor algorithm. Recently, [61] gave the best
known results. For the more general case of agents with asymmetric weights, they show a 1.733
factor approximation, not only to MMS, but to something called the chore share, that is better than
another popular share notion called the APS, which itself is known to be better than MMS values.
For the symmetric agents case, their algorithm achieves an 8/5 factor. They also show a negative
result, that a better than 3/2-factor algorithm is not tractable for asymptotically large values of n,

where n is the number of agents. One the negative side, [55] show that a better than 44/43-MMS
allocation does not exist for all instances.

Mixed. Our work [57] inititated the study of the problem for a mixed resources setting. We first
showed that for any α > 0, there are instances where an α-MMS allocation does not exist! There-
fore, one cannot pursue the problem for the mixed case in the same flavor as the goods or chores
cases. We ask and explore the bext possible question - is there an efficient algorithm, that, given an
instance, computes the best α-MMS allocation that exists for the instance. This means that, if one
is given an instance with mixed items but with agents that have identical valuation functions, then
the algorithm should return a 1-MMS allocation. The main result of our work is a PTAS for this
problem, for a particular setting, and complement the result by showing that any generalization of
this setting makes the problem inapproximable to any positive value. Another work [2], also stud-
ies this problem, but in a different manner. Instead of studying the most general setting which can
be efficiently solved, they argue that the examples that imply the harsh inapproximability of the
problem all occur from the MMS values becoming close to zero. Therefore they study the setting
where one is guaranteed that the MMS value is bounded away from zero, and show a PTAS for the
identical agents case.

General valuation functions. [62] initiated the study of this problem for submodular valuations
and gave an efficient algorithm for 0.21-MMS. [50] showed the existence of and a PTAS for
computing 1/3-MMS allocations with submodular valuations, and a non-existence of 3/4-MMS
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allocations, with submodular valuations; the existence of a 1/5-MMS, efficient computation of
a 1/8-MMS, and the non-existence of a better than 1/2-MMS allocation with XOS valuations;
and finally the existence of a 1/10⌈log m⌉-MMS allocation, where m is the number of items,
with subadditive valuations. [37] improved the result to a 0.3666-MMS allocation for a special
case of XOS functions called the hereditary set systems, which essentially are XOS functions
with weighted binary marginal values. For subadditive valuations, [63] showed this existence is
equivalent to an existence of a 1/(n log n)-MMS allocation, where n is thus number of agents,
and further improved it to a 1/(log n log log n)-MMS allocation existence. [64] showed exact
MMS+PO allocations for submodular valuation functions with binary marginals. Recently, our
work [3] gave a 1/3(1 + (2/3)/(n − (2/3))) > 1/3-factor algorithm for the problem with OXS
valuation functions, and a 2/3-factor inapproximability. The best known factors for this setting,
which lies between additive and submodular classes, was 1/3-factor algorithm due to the known
results for the submodular case, and a 39/40-factor non-existence due to the additive case.

Extensions to other settings. The MMS problem has been studied extensively under various
other models in the goods only setting - for instance, with asymmetric agents [52], group fair-
ness [65, 66], in matroids [56], with additional constraints [56, 67], for agents with externali-
ties [68, 69], with graph constraints [70, 71], and with strategic agents [72]. In the chores only
setting too, variations of the weighted MMS [73] and asymmetric agents [74] notions have been
investigated.

2.2.1 Our results

Mixed Manna

We initiate the study of finding MMS + PO allocations for a mixed manna.
We first show that, for any fixed α ∈ (0, 1], an α-MMS allocation may not always exist. This

rules out efficient computation for any fixed α, and naturally raises the following problem.

Design an efficient algorithm to find an α-MMS + PO allocation for the best possible α, i.e., the

maximum α ∈ (0, 1] for which it exists.

This exact problem is intractable: In the case of identical agents, an (α = 1)-MMS allocation
exists by definition. However, finding one is known to be NP-hard even for a goods manna. Also,
checking if a given instance admits an MMS allocation is known to be in NPNP, but not known to
be in NP ([46]). On the positive side, a polynomial-time approximation scheme (PTAS) is known
for this case due to [45]; given a constant ϵ ∈ (0, 1], the algorithm finds a (1− ϵ)-MMS allocation
in polynomial time. No such result is known when the agents are not identical. Guaranteeing PO
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in addition adds to the complexity, since even checking if a given allocation is PO is coNP-hard
even with two identical agents ([75]). In light of these results, we ask,
Question. Can we design a PTAS, namely an efficient algorithm to find an (α− ϵ)-MMS + γ-PO
allocation, given ϵ, γ > 0, for the best possible α?

Our Contribution. We show the following dichotomy result: We derive two conditions and show
that the problem is tractable under these conditions, while dropping either renders the problem
intractable. The two conditions are: (i) number of agents n is a constant, and (ii) for every agent
i, her total (absolute) value for all the items (|vi(M)|) is significantly greater than the minimum
of her total value of goods (v+

i ) and her total (absolute) value for chores (v−
i ), i.e., for a constant

τ > 0, |vi(M)| ≥ τ ·min{v+
i , v−

i }.
In particular, first, for instances satisfying (i) and (ii), we design a PTAS (as asked in the

above question). Second, we show that if either condition is not satisfied, then finding an α-MMS
allocation for any α ∈ (0, 1] is NP-hard, even with identical agents where a solution exists for
α = 1. This hardness is striking because it shows inapproximability within any non-trivial factor
when either (i) or (ii) is not satisfied. This also indicates that the two conditions are unavoidable.

Our algorithm, in principle, gives a little more than a PTAS. It runs in time 2O(1/ min{ϵ2,γ2})poly(m)
for given ϵ, γ, thus gives polynomial run-time for ϵ, γ as small as O(1/

√
log m), where m = |M|.

α-MMS+PO for goods (chores) manna. As a corollary, we obtain a PTAS for finding α-MMS+
PO allocations of a goods manna and a chores manna when the number of agents is a constant.
This improves the previous results for these settings in two aspects: (i) provides the best possible
approximation factor; factors better than the general case known for good manna are 4/5 for n =
4 by [50], 8/9 for n = 3 by [56], and 1 for n = 2 by [46], and (ii) provides an additional
(approximate) PO guarantee.
Challenges. The key challenge in solving this question is handling items of high value to any agent.
In the goods or chores mannas, these items can be greedily assigned, for example as singleton
bundles. But in a mixed manna, high valued goods (chores) may have to be bundled with specific
sets of chores (goods) or low valued items to form lesser valued bundles. Secondly, the MMS
values of the agents, and the α for which α-MMS allocation exist, both are not known. In fact,
computing the exact MMS values is NP-hard (even with a goods manna).

PTAS to find MMS values. As the first key step for our main algorithm, we design a PTAS that
returns (1− ϵ) approximate MMS values of agents, which may be of independent interest.

A new technique to prove PO. Since certifying a PO allocation is a coNP-hard problem ([75]),
known works (e.g., [30, 76, 77]) maintain a PO allocation with market equilibrium as a certificate
. We develop a novel approach to ensure PO with α-MMS through LP rounding. The LP itself is
intuitive, however the rounding is involved. It makes use of envy-graph and properties of the MMS
in a novel way.
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OXS valuations

We initiate the study of maximin share fairness problem for the setting where the agents have
OXS valuation functions. These are the first studies on OXS functions in fair division, to the best
of our knowledge. We will discuss the following results in Chapter 5.

Efficient algorithm. We show the existence of 1
3(1 + 2/3

(n−2/3))-MMS allocation, breaking the
barrier of 1/3 for the OXS valuations, and design a PTAS to compute one. As a corollary, it
ensures much better factors for small number of agents, e.g., 1/2 with 2 agents, 3/7 with 3 agents,
2/5 with 4 agents and so on. To break the barrier of 1/3 we uncover important properties of the
OXS functions (w.r.t. the MMS problem). Importantly, we show that, every agent can assign one
representative value to every good and as a result there is an ordering of the goods. Using this, we
analyze the round-robin procedure to obtain a factor better than 1/3. The challenge in the analysis
is to bound the loss in value when a good is matched to an agent, as O(n) goods get discarded due
to this matching, due to being connected to the same right side vertex as the matched good in the
OXS graph. These insights, together with a simple algorithm for beyond-additive valuations, may
be of independent interest to analyze other fairness notions for OXS and other special classes of
submodular functions, like gross-substitutes.
Non-existence of better than 2/3-MMS. We show a simple example with 2 agents and 4 goods
where an allocation strictly better than 2/3-MMS does not exist. This gives an improved non-
existence result for valuations that subsume OXS, namely gross-substitutes, Rado, and submodular

valuations, as the previous best known result was for the submodular functions [50], with a non-
existence of 3/4-MMS allocations.
Computing MMS value. We show that the problem of computing MMS values of agents with
OXS functions is strongly NP-hard, negating the possibility of a PTAS. To counter the impossi-
bility result, we show an efficient algorithm to compute the MMS value of an agent within a factor
of 1/2.

EF1 +PO and EF1+MSW allocations with identical agents. A key subroutine of our algorithm
with identical agents resolves another popular fair and efficient notion, namely the EF1+PO allo-
cation. An allocation is called EF1 if every agent values their bundle more than any other agent’s
bundle upon removing some good from the other bundle. An allocation is called PO if there is no
other allocation where every agent receives a bundle of equal or higher value, and at least one agent
gets a strictly better bundle. Finding an EF1+PO allocation is a widely studied problem, with little
success (the end of this section has a brief overview), and the existence of such an allocation is
open, even with identical agents in the beyond-additive valuations setting.

We show such an allocation exists in the OXS valuations setting with identical agents. In fact,
we show the existence of an allocation that is not only PO but also has the maximum social welfare
(MSW), meaning the sum of values of all the bundles is maximized.
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2.3 ROUTING

The problem we investigate, is to define notions of economic efficiency and fairness for a routing
or congestion game setting, and explore their computability. While we initiate the study of envy-
related notions, to the best of our knowledge, there are a few works studying other fairness related
notions.

Fairness in congestion settings. Chakrabarty et al. in [78] study certain aspects of fairness and
optimality in a singleton congestion game, which corresponds to a routing game on parallel links.
Their work also includes a result on network games, which we improve in our work. Correa et al.
in [79] study the problem of minimizing the maximum cost in the Wardrop (i.e., non-atomic flow)
model of traffic. Kleinberg et al. in [80] study max-min fairness in bandwidth allocation. Max-min
fairness requires that no agent can be improved without harming some other agent. Meyers and
Schulz in [81] present several hardness results on optimizing cost in congestion games, which is
related to minimizing travel time in atomic routing games, and identify several special cases that
are solvable in polynomial time.

Several previous works focus on optimizing travel time with no emphasis on fairness, typically
in the context of Stackelberg routing, where a subset of the flow is routed centrally (e.g., from
a navigation platform) and the remaining traffic responds selfishly. In Roughgarden [82], it was
shown that the Stackelberg routing problem is NP-Hard (even in these simple graphs) and that
two algorithms, called Scale and Largest Latency First, achieve constant factor approximations.
The analysis was generalized to arbitrary networks by Swamy in [83], which obtained a constant
factor approximation for the case of general networks and polynomial delay functions, and also
improved bounds for the case of parallel links. The bounds for polynomials were improved in
[84] by Bonifaci et al. In terms of data-driven studies, Colak et al [85] and Youn et al. [86] study
the inefficiency due to selfish behavior and other parameters in multiple cities. The work in [87]
combines the design of Stackelberg algorithms and data-driven evaluation.

Alternates. Computing alternative routes has been often applied as a tool in routing work that
focuses on road networks. Early work in the theory literature, such as the k-shortest path problem
[88, 89] can be considered a precursor to this line of work. The work in [90, 91] introduce the
use of alternative routes for the purposes of satisfying user preferences that go beyond minimizing
the travel time. We point the reader to Kobitzsch’s thesis [92], which contains a comprehensive
description of the literature on alternative route computation, but also mention the state of the art on
the topic: The works in [93, 94] give the best performing version of the penalty method [95] and the
plateau method [96, 97]. More recent work studies alternative routes in the context of fast shortest
path computation [98] and robustness against changes in the road network and in user preferences
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[99]. Our study differs from the above papers in that we use alternative route computation to find
near optimal solutions for all navigation requests, taking the delays induced by the resulting traffic
congestion into account.

2.3.1 Our results

Envy-ratio. We define Envy-freeness for a fair routing instance as follows. For every routing
assignment, the envy ratio of user i, denoted by Eri, is the ratio of the cost of the path assigned to i to
the least cost among all assigned paths, according to their cost function. The envy ratio of a routing

assignment is defined is the maximum envy between any pair of users, that is Er = maxi Eri. A
routing assignment is called fair or envy-free (EF1) if its envy ratio is 1.

We define α approximately envy-free or α-EF1 routing assignments as those with Er at most α.

Intuitively, users must prefer routing assignments with low envy ratio.

Optimal cost solution. We denote by OPT, a solution with the lowest total cost to all the users,
and define γ approximately optimal or γ-OPT routing assignments as those with total cost at most
γ times the cost of an optimal solution’s cost.

We explore the following problem.

Definition 2.3.1 (α-EF1 + γ-OPT.). Given a fair routing instance and constants α, γ ≥ 1, find an

α-EF1 and γ-OPT routing assignment.

Our results are as follows.

• Non-existence: we begin with an impossibility result. We show that for certain networks, it
is not possible to achieve optimality and no envy at the same time.

• Intractability: we proceed with a hardness result, showing that it is NP-Hard to decide
whether an optimal solution that is as fair as possible exists and that similarly it is NP-Hard
to decide whether a near-optimal and fair solution exists.

• 3-EF1 + OPT exists: On the positive side, we first show that for a single origin-destination
pair network, even with users with preferences, there exists an assignment of routes that is
optimal in terms of total travel time and every driver has envy at most 3, meaning that there
can’t be a route of another driver that has cost less than 1/3 times her own.

• 4-EF1 + 2-OPT algorithm: Next we show that for the same setting, we can efficiently find a
routing assignment that has total travel time at most twice the optimal travel time, and every
driver has envy at most 4.
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• 3-EF1 + OPT algorithm with identical agents: Finally, we show that for the previously
studied setting with users with identical preferences, we can find a routing assignment that
is optimal and has envy strictly less than 3.

Extending our setting to assign a set of paths, termed alternates, to each agent, we model the
problem and its approximation parameters as follows.

Instance. We are given the network graph G, two nodes s, t, in G, and n users who wish to travel
from s to t. C is the set of (identical) non-negative monotone cost functions of the users for each
edge ce : n→ R≥0 for each edge e in the road network G.

Alternates assignment algorithm. A k-ALTALGO is an algorithm that assigns O(k) s− t paths
to each user in the routing instance. We will assume that once the set of alternates is specified, the
paths in real time are generated by a greedy congestion aware shortest path computation algorithm,
termed ROUTFrmALT. That is, ROUTFrmALT is an algorithm that given an instance, a subset of
cn users and a set of alternate routes to each user, arbitrarily orders the users, and assigns to each
user in order the shortest congestion aware path, meaning the shortest path according to the cost
functions computed using the current congestion values.

Optimal algorithm. We compare the output of ROUTFrmALT with a greedy shortest path com-
putation algorithm that would compute these paths in real time, with access to the entire network
information, instead of any subset of k paths in it.

We define a notion that will be useful in defining the fairness and efficiency notions. The rank

of any s − t path is the iteration number in which it was assigned to some user by the optimal
algorithm.

Fairness and efficiency. The fairness of our algorithm is measured using two notions, each de-
fined for a different stage of the algorithm. The first is again the envy ratio, defined as the ratio
between the worst and the best routes of any route assignment. If the envy ratio of the assignment
produced by ROUTFrmALT is β, then we say its corresponding k-ALTALGO is a β-envy-free
algorithm.

Our second notion measures the fairness of the assignment of alternate routes as follows. Con-
sider the alternate routes assigned to any user i. We say this user envies some other user j up to at
most p paths, denoted by EFp (read as envy-free up to p paths) if after removing their commonly
assigned paths, the best path of i is no worse than the pth best path of j. We call a k-ALTALGO
EFp if it generates an assignment that is EFp for each user.
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We measure efficiency of the ith user, by comparing the rank of the path assigned by the algo-
rithm, with i, which is the rank of the path that the ith user was assigned in the optimal algorithm.
The efficiency of the algorithm is the worst rank among all users. That is, if the ROUTFrmALT that
uses a k-ALTALGO results in all the users choosing paths ranked at most (α · cn) for any cn-sized
subset of the users in expectation, then we say that this k-ALTALGO is an α-rank approximation of
the optimal algorithm.

Note that the higher the value of k, easier it is to ensure a good rank approximation guarantee.
For example, if k = n, then we can assign all paths to every user, and any subset of cn users will be
able to choose one of the top cn paths. We show such an assignment exists with high probability
for a particular ordering of the users for k = log n.

Our main results are two algorithms with the following fairness and efficiency guarantees.

• A log n-ALTALGO deterministic algorithm which gives a constant factor rank guarantee in
expectation, and is 2-envy-free and EF1.

• Then with a slightly higher number of paths and using randomization, we obtain O(log2 n/ϵ)-ALTALGO,

which gives a PTAS like (1 + ϵ)-rank guarantee with high probability, and is 2-envy-free.
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CHAPTER 3: NASH WELFARE

In this chapter, we study the problem of approximating the maximum Nash social welfare (NSW)
when allocating a set M of m indivisible items among a set A of n agents with non-negative
monotone submodular valuations vi : 2M → R+, and unequal or asymmetric entitlements called
agent weights. Let Πn(M) denote the set of all allocations, i.e., {(x1, . . . , xn) | ∪i xi =M; xi ∩
xj = ∅, ∀i ̸= j}. The NSW problem is to find an allocation maximizing the following weighted
geometric mean of valuations,

argmax
(x1,...,xn)∈Πn(M)

(∏
i∈A

vi(xi)ηi

)1/
∑

i∈A ηi

,

where ηi is the weight of agent i. We call this the Asymmetric Submodular NSW problem. 1 When
agents are symmetric, ηi = 1,∀i ∈ A.

The asymmetric NSW and the submodular NSW problems were first raised in [28, 30]. The main
results of this chapter are two approximation algorithms, SMatch and RepReMatch for asymmetric
agents with additive and submodular valuations respectively. Both algorithms are simple to under-
stand and involve non-trivial modifications of a greedy repeated matchings approach. Allocations
of high valued items are done separately by un-matching certain items and re-matching them, by
processes that are different in both algorithms. We show that these approaches achieve approx-
imation factors of O(n) and O(n log n) for additive and submodular case respectively, which is
independent of the number of items. For additive valuations, our algorithm outputs an allocation
that is also EF1.

Model

We formally define the valuation functions considered, and their relations to other popular func-
tions. For convenience, we also use vi(j) instead of vi({j}) to denote the valuation of agent i for
item j.

1. Additive: Given valuation vi(j) of each agent i for every item j, the valuation for a set of
items is the sum of the individual valuations. That is, ∀S ⊆M, vi(S) = ∑

j∈S vi(j).

2. Monotone Submodular: Let vi(S1 | S2) denote the marginal utility of agent i for a set S1

of items over set S2, where S1,S2 ⊆ M and S1 ∩ S2 = ∅. Then, the valuation function
1We refer to various special cases of the problem as the α µ NSW problem, where α is the nature of agents,

symmetric or asymmetric, and µ is the type of agent valuation functions. We skip one or both qualifiers when they are
clear from the context.
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of every agent is a monotonically non decreasing function vi : 2M → R+ that satisfies the
submodularity constraint that for all i ∈ A, h ∈M,S1,S2 ⊆M,

vi(h | S1 ∪ S2) ≤ vi(h | S1).

Results

Table 3.1 summarizes approximation guarantees of the algorithms RepReMatch and SMatch
under popular valuation functions [24], formally defined in Section 3. All current best known
results are also stated here for reference.

Valuations Symmetric Agents Asymmetric Agents
Hardness Algorithm Hardness Algorithm

Restricted Additive 1.069 [26] 1.45[30] [S] 1.069 [26] O(n) [S]
Additive 1.069 [26] 1.45 [30] 1.069 [26] O(n) [S]

Budget-additive —"— 1.45 [32] —"— —"—
SPLC —"— —"— —"— O(n log n) [R]
OXS

—"— O(n log n) [R] —"— —"—
Gross substitutes

Submodular 1.5819 [Thm 3.2.1] —"— 1.5819 [Thm 3.2.1] —"—
XOS

—"— O(m) [41] —"— O(m) [41]
Subadditive

Table 3.1: Summary of results. Every entry has the best known approximation guarantee for the setting
followed by the reference, from this paper or otherwise, that establishes it. Here, [S] and [R] respectively
refer to Algorithms SMatch and RepReMatch.

To complement these results, we also provide a 1.5819-factor hardness of approximation result
for the submodular NSW problem in Section 3.2. This hardness even applies to the case when
the number of agents is constant. This shows that the general problem is strictly harder than the
settings studied so far, for which 1.45 factor approximation algorithms are known.

For the special case of the submodular NSW problem where the number of agents is constant,
we describe another algorithm with a matching 1.5819 approximation factor in Section 3.3, hence
resolving this case completely. Finally in the same section, we show that for the symmetric additive
NSW problem, the allocation of items returned by SMatch also satisfies EF1. Finally, a 1.45-factor
guarantee can be shown for the further special case of restricted additive valuations, by showing
that the allocation returned by the algorithm in this case is PO. This matches the current best
known approximation factor for this case.
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Techniques

Algorithms RepReMatch and SMatch. The main idea used in these algorithms is shown in
Lemma 3.1.1 in Section 3.1, which we restate in informal terms here.

Lemma (informal). For k = O(n) and for every agent i, after removing a set Si of k items

that minimizes i’s valuation for the remaining items, repeatedly matching the remaining items

M\(∪iSi) to locally maximize the NSW objective gives every agent an allocation of value at least

a 1/n fraction of her valuation for the remaining set of items, i.e, vi(M\(∪iSi))/n.

When the valuation functions are additive, then such a set of k items can be efficiently found.
SMatch then follows by combining these results. As a natural extension (See Remark 3.4.1), we
note that these arguments also work for the slightly generalized case of budget-additive valuations.

It is known from [100] that finding a set of minimum valuation with lower bounded cardinality
for monotone submodular functions is inapproximable within

√
m/ ln m factor, where m is the

number of items. Hence, the above lemma by itself is insufficient for the submodular NSW prob-
lem. For this case, we prove Lemma 3.1.3 in Section 3.1, that implies the following statement.

Lemma (informal). When items are iteratively matched to agents to locally maximize the weighted

geometric mean of agents’ valuations from their matched items, then the set of items allocated in

the first log n + 1 matchings if re-matched have a matching with every agent getting an item she

values at least as much as the highest valued item from her NSW optimizing allocation.

RepReMatch combines the two results in a repeated matching, un-matching and then re-matching
algorithm, by applying Lemma 3.1.1 to the set of items that remain unallocated after a phase of
log n + 1 matchings.

An observation used while designing both algorithms is that maximizing the logarithm of the
NSW function instead of the NSW objective does not change the optimal allocation(s). Doing so
allows us to maximize the (weighted) sum of the logarithms of individual agent valuations, instead
of the (weighted) product of valuations. Hence, the edge weights defined in the various graphs for
computing the matchings in both SMatch and RepReMatch are logarithms of agent valuations for
some allocations.
Submodular NSW with constant number of agents. This is a different approach that uses tech-
niques of maximizing submodular functions over matroids developed in [101], and a reduction of
fair division problems to the problem of maximizing a submodular function over matroids from
[102]. At a high level, we first maximize the continuous relaxations of agent valuation functions,
then round them using a randomized algorithm to obtain an integral allocation of items. The two
key results used in designing the algorithm are Theorems 3.3.2 and 3.3.3.
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Hardness of approximation. The submodular ALLOCATION problem is to maximize the sum of
valuations of agents over integral allocations of items. [103] describe a reduction of MAX-3-COLORING,
which is NP-Hard to approximate within a constant factor, to ALLOCATION. We prove that this
reduction also establishes the same hardness for the submodular NSW problem. Organization.
In Section 3.4, we describe the algorithm SMatch and analysis for the additive NSW problem. In
Section 3.1, we present the algorithm for submodular valuations, RepReMatch. Next, Section 3.2
contains the hardness proof for the submodular setting. Finally, Section 3.3 presents the results for
the special cases of submodular NSW with constant number of agents, symmetric additive NSW,
and symmetric additive NSW with restricted valuations. Finally, in Section 3.5 we present counter
examples to prove tightness of the analysis of Algorithms RepReMatch and SMatch.

3.1 SUBMODULAR VALUATIONS

In this section we present the algorithm RepReMatch, given in Algorithm 1, for approximating
the NSW objective under submodular valuations. We will prove the following relation between the
NSW of the allocation x returned by RepReMatch and the optimal geometric mean OPT.

Theorem 3.1.1. NSW(x) ≥ 1
2n(log n+2)OPT.

3.1.1 Algorithm

RepReMatch takes as input an instance of the NSW problem, denoted by (A,M, (vi)i∈N ), where
A is the set of agents, M is the set of items, and (vi)i∈N = {v1, v2 . . . , vn} is the set of agents’
monotone submodular valuation functions, and generates an allocation vector x. Each agent i ∈ A
is associated with a positive weight ηi.

RepReMatch runs in three phases. In the first phase, in every iteration, we define a weighted
complete bipartite graph Γ(A,Mrem,W) as follows. Mrem is the set of items that are still un-
allocated (Mrem = M initially). The weight of edge (i, j), i ∈ A, j ∈ Mrem, denoted by
w(i, j) ∈ W , is defined as the logarithm of the valuation of the agent for the singleton set having
this item, scaled by the agent’s weight. That is, w(i, j) = ηi log(vi(j)). We then compute a maxi-
mum weight matching in this graph, and allocate to agents the items they were matched to (if any).
This process is repeated for log n + 1 iterations.

We perform a similar repeated matching process in the second phase, with different edge weight
definitions for the graphs Γ. We start this phase by assigning empty bundles to all agents. Here, the
weight of an edge between agent i and item j is defined as the logarithm of the valuation of agent
i for the set of items currently allocated to her in Phase 2 of RepReMatch, scaled by her weight.

35



That is, if we denote the items allocated in t iterations of Phase 2 as x2
i,t, in (t + 1)st iteration,

w(i, j) = ηi log(vi(x2
i,t ∪ {j})).

In the final phase, we re-match the items allocated in Phase 1. We release these items from their
agents, and defineMrem as union of these items. We define Γ by letting the edge weights reflect
the total valuation of the agent upon receiving the corresponding item, i.e. w(i, j) = ηi log(vi(x2

i ∪
{j})), where x2

i is the final set of items allocated to i in Phase 2. We compute one maximum
weight matching for Γ so defined, and allocate all items along the matched edges. All remaining
items are then arbitrarily allocated. The final allocations to all agents, denoted as x = {xi}i∈A, is
the output of RepReMatch.

3.1.2 Notation

There are three phases in RepReMatch. We denote the set of items received by agent i in Phase
p ∈ {1, 2, 3} by xp

i , and its size |xp
i | by τ p

i . Similarly, xi and τi respectively denote the final set
of items received by agent i and the size of this set. Note that Phase 3 releases and re-allocates
selected items of Phase 1, thus τi is not equal to τ 1

i + τ 2
i + τ 3

i . The items allocated to the agents in
Phase 2 are denoted by x2

i = {h1
i , h2

i . . . , h
τ2

i
i }. We also refer to the complete set of items received

in iterations 1 to t of Phase p by xp
i,t, for any p ∈ {1, 2, 3}.

For the analysis, the marginal utility of an agent i for an item j over a set of items S is denoted
by vi(j | S) = vi({j} ∪ S)− vi(S). Similarly, we denote by vi(S1 | S2) the marginal utility of set
S1 of items over set S2 where S1,S2 ⊆M and S1 ∩ S2 = ∅. We use x∗ = {x∗

i | i ∈ A} to denote
the optimal allocation of all items that maximizes the NSW, and τ ∗

i for |x∗
i |. For every agent i,

items in x∗
i are ranked so that gj

i is the item that gives i the highest marginal utility over all higher
ranked items. That is, for j = 1, g1

i is the item that gives i the highest marginal utility over ∅, and
for all 2 ≤ j ≤ τ ∗

i , gj
i = argmaxg∈x∗

i \{g1
i ,...,gj−1

i } vi(g | {g1
i , . . . , gj−1

i }).2

We let x̄∗
i be the set of items from x∗

i that are not allocated (to any agent) at the end of Phase
1, and denote by v̄∗

i = vi(x̄∗
i ) and τ̄ ∗

i = |x̄∗
i | respectively the total valuation and number of these

items. For readability, to specify the valuation for a set of items S1 = {s1
1, . . . sk1

1 }, instead of
vi({s1

1, . . . , sk1
1 }), we also use vi(s1

1, . . . , sk1
1 ). Similarly, while defining the marginal utility of a

set S2 = {s1
2, . . . , sk2

2 } over S1 instead of writing vi({s1
2, . . . , sk2

2 } | {s1
1, . . . , sk1

1 }), we also use
vi(s1

2, . . . , sk2
2 | s1

1, . . . , sk1
1 ).

2Since the valuations are monotone submodular, this ensures that vi(gj
i | {g1

i , . . . , gj−1
i }) ≥ vi(gk

i |
{g1

i , . . . , gk−1
i }) for all k ≥ j. This implies that in any subset of ℓ items in the optimal bundle, the highest ranked

item’s marginal contribution is at least 1/ℓ times that of this set, when the marginal contribution is counted in this way.
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Algorithm 1: RepReMatch for the Asymmetric Submodular NSW problem
Input : A set A of n agents with weights ηi, ∀i ∈ A, a setM of m indivisible items, and

valuations vi : 2M → R+, where vi(S) is the valuation of agent i ∈ A for a set of
items S ⊆M.

Output: An allocation that approximately optimizes the NSW objective

Phase 1:

1 x1
i ← ∅, ∀i ∈ A // x1

i’s store the set of items allocated in
Phase 1

2 Grem ←M // set of unallocated items before every iteration
3 t← 0 // iteration counter
4 whileMrem ̸= ∅ and t ≤ log n + 1 do
5 Define weighted complete bipartite graph Γ(A,Mrem,W) with weights

W = {w(i, j) | w(i, j) = ηi log(vi(j)),∀i ∈ A, j ∈Mrem}
6 Compute a maximum weight matchingM for Γ
7 x1

i ← x1
i ∪ {j}, ∀(i, j) ∈M // allocate items to agents

according to M
8 Mrem ←Mrem\{j | (i, j) ∈M}; t← t + 1 // remove allocated items
9 end

Phase 2:

10 For all i, x2
i ← ∅ // x2

i’s are the sets of items allocated in Phase
2

11 while Grem ̸= ∅ do
12 Define weighted complete bipartite graph Γ(A,Mrem,W) with weights

W = {w(i, j) | w(i, j) = ηi log(vi(x2
i,t ∪ {j})), ∀i ∈ A, j ∈Mrem}

13 Compute a maximum weight matchingM for Γ
14 x2

i ← x2
i ∪ {j}, ∀(i, j) ∈M // allocate items to agents

according to M
15 Mrem ←Mrem\{j | (i, j) ∈M} // remove allocated items
16 end

Phase 3:

17 Mrem ← ⋃
i x1

i // release items allocated in Phase 1
18 Define weighted complete bipartite graph Γ(A,Mrem,W) with

W = {w(i, j) | w(i, j) = ηi log(vi(x2
i ∪ {j})),∀i ∈ A, j ∈Mrem}

19 Compute a maximum weight matchingM for Γ
20 x2

i ← x2
i ∪ {j}, ∀(i, j) ∈M // allocate items to agents according

to M
21 Arbitrarily allocate rest of the items to agents, let x = {xi}i∈A denote the final allocation
22 return x
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3.1.3 Analysis

We will prove Theorem 3.1.1 using a series of supporting lemmas. We first prove that in Phase
2, the minimum marginal utility of an item allocated to an agent over her current allocation from
previous iterations of Phase 2 is not too small. This is the main result that allows us to bound the
minimum valuation of the set of items allocated in Phase 2.

In the tth iteration of Phase 2, RepReMatch finds a maximum weight matching. Here the algo-
rithm tries to assign to each agent an item that gives her the maximum marginal utility over her
currently allocated set of items. However, every agent is competing with n− 1 other agents to get
this item. So, instead of receiving the best item, she might lose a few high ranked items to other
agents. Consider the intersection of the set of items that agent i loses to other agents in the tth

iteration with the set of items left from her optimal bundle at the beginning of tth iteration. We will
refer to this set of items by St

i . Let the number of items in St
i be kt

i .

For the analysis of RepReMatch, we also introduce the notion of attainable items for every
iteration. St

i is the set of an agent’s preferred items that she lost to other agents. The items that are
now left are referred as the set of attainable items of the agent. Note that in any matching, every
agent gets an item equivalent to her best attainable item, that is, an item for which her marginal
valuation (over her current allocation) is at least equal to that from her highest marginally valued
attainable item.

For all i, we denote the intersection of the set of attainable items in the tth iteration and agent i’s
optimal bundle x∗

i by x̄∗
i,t, and let u∗

i = vi(x̄∗
i,1) = vi(x̄∗

i \ S1
i ) be the total valuation of attainable

items at first iteration of Phase 2. In the following lemma, we prove a lower bound on the marginal
valuation of the set of attainable items over the set of items that the algorithm has already allocated
to the agent.

Lemma 3.1.1. For any j ∈ [τ 2
i − 1],

vi(x̄∗
i,j+1|h1

i , . . . , hj
i ) ≥ u∗

i − k2
i vi(h1

i ) −
j∑

t=2
kt+1

i vi(ht
i | h1

i , . . . , ht−1
i ) − vi(h1

i , h2
i . . . , hj

i ).

Proof. We prove this lemma using induction on the number of iterations t. Consider the base case
when t = 2. Agent i has already been allocated h1

i . She now has at most τ̄ ∗
i − k1

i items left from
x̄∗

i that are not yet allocated. In the next iteration the agent loses k2
i items to other agents and

receives h2
i . Each of the remaining τ̄ ∗

i − k1
i items have marginal utility at most vi(h1

i ) over ∅. Thus,
the marginal utility of these items over h1

i is also at most vi(h1
i ). We bound the total marginal

valuation of x̄∗
i,2 over {h1

i }, by considering two cases.
Case 1: h1

i /∈ x̄∗
i,1: By monotonicity of vi, vi(x̄∗

i,2 | h1
i ) ≥ vi(x̄∗

i,2)−vi(h1
i ) = vi(x̄∗

i,1 \S2
i )−vi(h1

i ).
Case 2: h1

i ∈ x̄∗
i,1: Here, vi(x̄∗

i,2 | h1
i ) = vi(x̄∗

i,2 ∪ {h1
i })− vi(h1

i ) = vi(x̄∗
i,1 \ S2

i )− vi(h1
i ).
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In both cases, submodularity of valuations and the fact that for all j ∈ S2
i , vi(j) ≤ vi(h1

i ) implies,

vi(x̄∗
i,2 | h1

i ) ≥ vi(x̄∗
i,1)− vi(S2

i )− vi(h1
i )

≥ u∗
i − k2

i vi(h1
i )− vi(h1

i ),

proving the base case. Now assume the lemma is true for all t ≤ r iterations, for some r, i.e.,

vi(x̄∗
i,r | h1

i , . . . , hr−1
i ) ≥ u∗

i − k2
i vi(h1

i )−
r−1∑
t=2

kt+1
i vi(ht

i | h1
i , . . . , ht−1

i )− vi(h1
i , h2

i . . . , hr−1
i ).

Consider the (r + 1)st iteration. Again, we analyze two cases. Case 1:[hr
i /∈ x̄∗

i,r: ]

vi(x̄∗
i,r+1 | h1

i , . . . , hr
i ) = vi(x̄∗

i,r \ Sr+1
i | h1

i , . . . , hr
i )

≥ vi(x̄∗
i,r | h1

i , . . . , hr
i )− vi(Sr+1

i | h1
i , . . . , hr

i )

≥ vi(x̄∗
i,r | h1

i , . . . , hr
i )− vi(Sr+1

i | h1
i , . . . , hr−1

i )

≥ vi(x̄∗
i,r | h1

i , . . . , hr−1
i )− vi(hr

i | h1
i , . . . , hr−1

i )− vi(Sr+1
i | h1

i , . . . , hr−1
i ).

The submodularity of vi gives the first two inequalities, and monotonicity of vi implies the last.
Case 2: [hr

i ∈ x̄∗
i,r:]

vi(x̄∗
i,r+1 | h1

i , . . . , hr
i ) = vi(x̄∗

i,r+1 ∪ {hr
i} | h1

i , . . . , hr−1
i )− vi(hr

i | h1
i , . . . , hr−1

i )

= vi(x̄∗
i,r \ Sr+1

i | h1
i , . . . , hr−1

i )− vi(hr
i | h1

i , . . . , hr−1
i )

≥ vi(x̄∗
i,r | h1

i , . . . , hr−1
i )− vi(hr

i | h1
i , . . . , hr−1

i )− vi(Sr+1
i | h1

i , . . . , hr−1
i ).

Here the second expression follows as x̄∗
i,r = x̄∗

i,r+1 ∪ {hr
i} ∪ Sr+1

i , and the last follows from the
definition of submodularity of the valuations. In both cases, from the induction hypothesis we get,

vi(x̄∗
i,r+1 | h1

i , . . . , hr
i ) ≥ u∗

i − k2
i vi(h1

i )−
r−1∑
t=2

kt+1
i vi(ht

i | h1
i , . . . , ht−1

i )− vi(h1
i , h2

i . . . , hr−1
i )

− vi(hr
i | h1

i , . . . , hr−1
i )− vi(Sr+1

i | h1
i , . . . , hr−1

i ).

Finally, since RepReMatch assigns the item with highest marginal utility from the set of attainable
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items, and each item in Sr+1
i is attainable at rth iteration,

vi(x̄∗
i,r+1 | h1

i , . . . , hr
i ) ≥ u∗

i − k2
i vi(h1

i )−
r−1∑
t=2

kt+1
i vi(ht

i | h1
i , . . . , ht−1

i )− vi(h1
i , h2

i . . . , hr−1
i )

− vi(hr
i | h1

i , . . . , hr−1
i )− kr+1

i vi(hr
i | h1

i , . . . , hr−1
i )

= u∗
i − k2

i vi(h1
i )−

r∑
t=2

kt+1
i vi(ht

i | h1
i , . . . , ht−1

i )− vi(h1
i , h2

i . . . , hr
i ).

QED.

The above lemma directly allows us to give a lower bound on the marginal valuation of item
received by the agent in (j + 1)th iteration over the items received in previous iterations. We state
and prove this in the following corollary.

Corollary 3.1.1. For any j ∈ [τ 2
i − 1],

vi(hj+1
i | h1

i , . . . , hj
i ) ≥

1
τ̄ ∗

i −
∑j+1

t=1 kt
i

(
u∗

i − k2
i vi(h1

i )−
j∑

t=2
kt+1

i vi(ht
i | h1

i , . . . , ht−1
i )

− vi(h1
i , h2

i . . . , hj
i )
)

.

Proof. In any setting with a set of items S = {s1, . . . sk}, and a monotone submodular valuation
v on this set, if v(S) = u, then there exists an item s ∈ S such that v(s) ≥ u/k. Thus, with
S = x̄∗

i,j+1, k = τ̄ ∗
i −

∑j+1
t=1 kt

i , for the submodular valuation function vi(· | {h1
i , . . . , hj

i}), we can
say that at iteration j + 1, hj+1

i will have a marginal valuation at least,

1
τ̄ ∗

i −
∑j+1

t=1 kt
i

vi(x̄∗
i,j+1|h1

i , . . . , hj
i ).

Together with Lemma 3.1.1, this proves the corollary. Note that at any iteration t, if the received
item ht

i is from x̄∗
i,t, then the denominator reduces further by 1, and the bound still holds. QED.

In the following lemma, we give a lower bound on the total valuation of the items received by
the agent in Phase 2.

Lemma 3.1.2. vi(h1
i , . . . , h

τ2
i

i ) ≥ u∗
i

n
.

Proof. Recall that u∗
i is the valuation of the items from x̄∗

i after she loses items in S1
i to other

agents in the first iteration of Phase 2 and τ̄ ∗
i is the number of items in x̄∗

i . From Corollary 3.1.1,
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total valuation of the items obtained by agent i in Phase 2 is bounded as follows.

vi(h1
i , . . . h

τ2
i

i ) = vi(h1
i , . . . , h

τ2
i −1

i ) + vi(h
τ2

i
i | h1

i , . . . , h
τ2

i −1
i )

⇒ vi(h1
i , . . . h

τ2
i

i ) ≥ vi(h1
i , . . . , h

τ2
i −1

i ) + 1
τ̄i

∗ −∑τ2
i −1

t=0 kt+1
i

(
u∗

i − k2
i vi(h1

i )

−
τ2

i −1∑
t=2

kt+1
i vi(ht

i | h1
i , . . . ht−1

i )− vi(h1
i , h2

i . . . , h
τ2

i −1
i )

)
.

By definition, τ 2
i is the last iteration of Phase 2 in which agent i gets matched to some item.

After this iteration, at most n items from her optimal bundle remain unallocated, else she would
have received one more item in the (τ 2

i + 1)st iteration. This means the optimal number of items
τ̄ ∗

i −
∑τ2

i −1
t=0 kt+1

i ≤ n, hence the denominator of the second term in the above equation is at most
n. Again, we note here that if at any iteration t, the item assigned to agent i was from x̄∗

i,t, then
the denominator will be further reduced by 1 for all such iterations, and the inequality still remains
true when kt

i is replaced by kt
i + 1. Combined with the fact that an agent can lose at most n − 1

items in every iteration, we get kt
i ≤ n− 1, implying,

vi(h1
i , . . . h

τ2
i

i ) ≥ vi(h1
i , . . . , h

τ2
i −1

i ) + 1
n

(
u∗

i − k2
i vi(h1

i )−
τ2

i −1∑
t=2

kt+1
i vi(ht

i | h1
i , . . . ht−1

i )

− vi(h1
i , h2

i . . . , h
τ2

i −1
i )

)

≥ vi(h1
i , . . . , h

τ2
i −1

i ) + 1
n

(
u∗

i − (n− 1)vi(h1
i )−

τ2
i −1∑
t=2

(n− 1)vi(ht
i | h1

i , . . . ht−1
i )

− vi(h1
i , h2

i . . . , h
τ2

i −1
i )

)

= vi(h1
i , . . . , h

τ2
i −1

i ) + 1
n

(u∗
i − (n− 1)vi(h1

i , h2
i . . . , h

τ2
i −1

i )− vi(h1
i , h2

i . . . , h
τ2

i −1
i ))

= u∗
i

n
. QED.

Remark 3.1.1. In Lemma 3.1.1 and its subsequent Corollary 3.1.1 and Lemma 3.1.2, if u∗
i −

k2
i vi(h1

i )−
∑j

t=2 kt+1
i vi(ht

i | h1
i , . . . , ht−1

i )− vi(h1
i , . . . , hj

i ) becomes negative for any j ∈ [τ 2
i − 1],
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then we have

u∗
i ≤ k2

i vi(h1
i ) +

j∑
t=2

kt+1
i vi(ht

i | h1
i , . . . , ht−1

i ) + vi(h1
i , . . . , hj

i )

≤ (n− 1)vi(h1
i ) +

j∑
t=2

(n− 1)vi(ht
i | h1

i , . . . , ht−1
i ) + vi(h1

i , . . . , hj
i )

= n · vi(h1, . . . , hj
i ) ≤ n · vi(h1, . . . , h

τ2
i −1

i ),

which implies that Lemma 3.1.2 holds.

We now bound the minimum valuation that can be obtained by every agent in Phase 3. Recall
that gi

1 is the item that gives the highest marginal utility over the empty set to agent i. Before
proceeding, we define

M1
i := {g ∈M | vi(g | ∅) ≥ vi(g1

i | ∅)}.

Lemma 3.1.3. Consider the complete bipartite graph where the set of agents A, and the set of

items allocated in the first Phase of RepReMatch are the parts, and edge weights are the weighted

logarithm of the agent’s valuation for the bundle of items containing the item adjacent to the

edge and items allocated in Phase 2. That is, consider Γ(A,M = ⋃
i x1

i ,W = {w(i, j) =
ηi log(vi({j} ∪ x2

i ))}). In this graph, there exists a matching where each agent i gets matched

to an item from their highest valued set of itemsM1
i .

Proof. Among all feasible matchings between the set of agents and the set of items released after
t iterations of Phase 1, consider the set of matchingsM where all the agents whose entireM1

i is
in this set of items are matched to some item from theirM1

i s. Arbitrarily pick a matching from
a subset of this set of matchings where maximum number of agents are matched to some item
from their M1

i . Denote this matching by Mt. Note that as for every set of agents S we have
|⋃i∈SM1

i | ≥ |S|, in Mt, the set of agents not matched to an item from their M1
i each have at

least one item from this set still unallocated after t iterations.
LetAt denote the set of agents that are not matched to any item from theirM1

i inMt. We prove
by induction on t that |At| ≤ n/2t.

For the base case of the induction, when t = 1, we count the number of agents who did not
receive any item from their ownM1

i in the maximum weight matching of the algorithm. We know
that before the first iteration, every item is unallocated. An agent will not receive any item from
M1

i only if all items from this set are allocated to other agents in the matching. Hence, if α agents
did not receive any item from theirM1

i , all items from at least α number ofM1
i sets got matched

to some agent(s) in the first matching. If α < n/2, then more than n/2 agents themselves received
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some item from their M1
i . If α ≥ n/2, then at least α items, each from a different M1

i were
allocated. In either case, releasing the allocation of the first matching releases at least n/2 items,
each belonging in a distinct agent’sM1

i . Hence, inM1 at least n/2 agents receive an item from
theirM1

i , and |A1| ≤ n/2.
For the inductive step, we assume the claim is true for the first t iterations. That is, for every

k ≤ t, inMk, at most n/2k agents do not receive an item from theirM1
i ’s.

Before the (t + 1)st iteration begins, we know that for every agent in At, at least one item
from their M1

i is still unallocated. Again by the reasoning of the base case, at least half of the
agents in At will have some item from theirM1

i allocated in the (t + 1)st matching (possibly to
some other agent). Hence, inM(t+1), |A(t+1)| ≤ |At|/2. By the inductive hypothesis, |A(t+1)| ≤
n/2(t+1). QED.

Proof of Theorem 3.1.1. From Lemma 3.1.2,

vi(h1
i , . . . , h

τ2
i

i ) ≥ u∗
i

n
.

By Lemma 3.1.3, giving each agent her own g1
i or some item, denoted by say h1∗

i , that gives her
a marginal utility over ∅ at least as much as vi(g1

i ) is a feasible matching before Phase 3 begins.
Therefore, we get,

NSW(x) ≥
(

n∏
i=1

(vi(h1∗
i , h2

i , . . . , h
τ2

i
i ))ηi

)1/(
∑n

i=1 ηi)

. (3.1)

Since the valuation functions are monotonic,

vi(h1∗
i , h2

i , . . . , h
τ2

i
i ) ≥ vi(h1∗

i ) ≥ vi(g1
i ).

Phase 1 of the algorithm runs for log n + 1 iterations and each iteration allocates n items. Thus
|x∗

i \ x̄∗
i | ≤ n(log n + 1) and |S1

i | ≤ n implying, |(x∗
i \ x̄∗

i ) ∪ S1
i | ≤ n(log n + 2). Thus,

vi(g1
i ) ≥ 1

n(log n + 2)vi((x∗
i \ x̄∗

i ) ∪ S1
i ).

Also,

vi(h1∗
i , h1

i , . . . , h
τ2

i
i ) ≥ vi(h1

i , . . . , h
τ2

i
i ) ≥ u∗

i

n
= 1

n
vi(x̄∗

i \ S1
i ).
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Thus,

vi(h1∗
i , h1

i , . . . , h
τ2

i
i )

≥ 1
2

(
1

n(log n + 2)vi((x∗
i \ x̄∗

i ) ∪ S1
i ) + 1

n
vi(x̄∗

i \ S1
i )
)

≥ 1
2

1
n(log n + 2)vi(((x∗

i \ x̄∗
i ) ∪ S1

i ) ∪ (x̄∗
i \ S1

i ))

= 1
2

1
n(log n + 2)vi(x∗

i ).

The second inequality follows from the submodularity of valuations. The last bound, together with
(3.1) gives,

NSW(x) ≥
(

n∏
i=1

(
1
2

1
n(log n + 2)vi(x∗

i )
)ηi

)1/
∑n

i=1 ηi

≥ 1
2

1
n(log n + 2)OPT. QED.

Remark 3.1.2. We would like to point out that even if Phases 1 and 2 perform some kind of

repeated matchings, the edge weight definitions make them very different. In the proof of Lemma

3.1.3, we require that a maximum weight matching matches agents to items according to agent

valuations for the single item. That is, in all iterations of Phase 1, the edge weights of the graph in

the future are the valuation of the agent for the set containing the single item, and not the increase

in the agent’s valuation upon adding this item to her current allocation. These quantities are

different when the valuations are submodular. For lower bounding the valuation from the lower

ranked items, we need to consider the marginal increase, as defined in Phase 2. But Lemma 3.1.3

may not hold true if marginal increase in valuations is considered for the initial iterations, hence

Phase 1 is required.

3.2 HARDNESS OF APPROXIMATION

We complement our results for the submodular case with a e
(e−1) -factor hardness of approxima-

tion. Formally, we prove the following theorem.

Theorem 3.2.1. Unless P = NP, there is no polynomial time e
(e−1) -factor approximation algorithm

for the submodular NSW problem, even when agents are symmetric and have identical valuations.

Proof. We show this using the hardness of approximation result of the ALLOCATION problem
proved in [103]. We first summarize the relevant parts of [103]. The ALLOCATION problem is to
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find an allocation of a set of indivisible items among a set of agents with monotone submodular
utilities for the items, such that the sum of the utilities of all agents is maximized. Note that
if the valuation functions were additive, the problem is trivial, and an optimal allocation gives
every item to the agent who values it the most. To obtain a hardness of approximation result for
the submodular case, the MAX-3-COLORING problem is reduced to the ALLOCATION problem.
MAX-3-COLORING, the problem of determining what fraction of edges of a graph can be properly
colored when 3 colors are used to colors all vertices of the graph, is known to be NP-Hard to
approximate within some constant factor c. The reduction from MAX-3-COLORING generates an
instance of ALLOCATION with symmetric agents having identical submodular valuation functions
for the items. The reduction is such that for instances of MAX-3-COLORING with optimal value 1,
the corresponding ALLOCATION instance has an optimal value of nV , where n is the number of
agents in the instance, and V is a function of the input parameters of MAX-3-COLORING. In this
case, every agent receives a set of items of utility V . For instances of MAX-3-COLORING with
optimal value at most c, it is shown that the optimal sum of utilities of the resulting ALLOCATION
instance cannot be higher than (1− 1/e)nV .

For proving hardness of the submodular NSW problem, we note that the input of the ALLOCATION
and NSW problems are the same. So let us consider the instance generated by the reduction as that
of an NSW maximizing problem. From the results of [103], we can prove the following claims.

• If the optimal value of MAX-3-COLORING is 1, then the NSW of the reduced instance is V .
As every agent receives a set of items of value V , the NSW is also V .

• If the optimal value of MAX-3-COLORING is at most c, then the NSW is at most (1−1/e)V .
Applying the AM-GM inequality establishes that the NSW is at most 1/n times the sum of
utilities, which is proven to be at most (1− 1/e)nV .

As MAX-3-COLORING cannot be approximated within a factor c, thus NSW of a problem with
submodular utilities cannot be approximated within a factor e

(e−1) .
As the ALLOCATION problem now considered as an NSW problem had symmetric agents and

identical submodular valuation functions, the NSW problem also satisfies these properties. QED.

3.3 SPECIAL CASES

3.3.1 Submodular NSW with Constant Number of Agents

In this section, we describe a constant factor algorithm for a special case of the submodular
NSW problem. Specifically, we prove the following theorem.
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Theorem 3.3.1. For any constant ϵ > 0 and a constant number of agents n ≥ 2, there is a

(1 − 1/e − ϵ)-factor approximation algorithm for the NSW problem with monotone submodular

valuations, in the value oracle model. Additionally, this is the best possible factor independent

of n, and any factor better than (1 − (1 − 1/n)n + ϵ) would require exponentially many queries,

unless P = NP.

The key results that establish this result are from the theory of submodular function maximiza-
tion developed in [101]. The broad approach for approximately maximizing a discrete monotone
submodular function is to optimize a popular continuous relaxation of the same, called the multi-
linear extension, and round the solution using a randomized rounding scheme. We will use an al-
gorithm that approximately maximizes multiple discrete submodular functions, described in [101],
as the main subroutine of our algorithm for the submodular NSW problem, hence first we give an
overview of it, starting with a definition of the multilinear extension.

Definition 3.3.1 (Multilinear Extension of a submodular function). : Given a discrete submodular

function f : 2m → R+, its multilinear extension F : [0, 1]m → R+, at a point y ∈ [0, 1]m, is

defined as the expected value of f(z) at a point z ∈ {0, 1}m obtained by rounding y such that each

coordinate yi is rounded to 1 with probability yi, and to 0 otherwise. That is,

F (y) = E[f(z)] =
∑

X⊆[m]
f(X)

∏
i∈X

yi

∏
i/∈X

(1− yi).

The following theorem proves that the multilinear extensions of multiple discrete submodular
functions defined over a matroid polytope can be simultaneously approximated to optimal values
within constant factors.

Theorem 3.3.2. [101] Consider monotone submodular functions f1, . . . , fn : 2N → R+, their

multilinear extensions Fi : [0, 1]N → R+ and a matroid polytope P ⊆ [0, 1]N . There is a

polynomial time algorithm which, given V1, ..., Vn ∈ R+, either finds a point x ∈ P such that

Fi(x) ≥ (1 − 1/e)Vi for each i, or returns a certificate that there is no point x ∈ P such that

Fi(x) ≥ Vi for all i.

Given a discrete monotone submodular function f defined over a matroid, a rounding scheme
called the swap rounding algorithm can be applied to round a solution of its multilinear extension
to a feasible point in the domain of f , which is an independent set of the matroid. At a high level,
in the rounding scheme, it is first shown that every solution of the multilinear extension can be
expressed as a convex combination of independent sets such that for any two sets S0 and S1 in the
convex combination, there is at least one element in each set that is not present in the other, that
is ∃e0 ∈ S0\S1 and ∃e1 ∈ S1\S0 . The rounding method then iteratively merges two arbitrarily
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chosen sets S0 and S1 into one new set as follows. Until both sets are not the same, one set Si

is randomly chosen with probability proportional to the coefficient of its original version in the
convex combination βi, that is Si is chosen with probability βi/(β0 + β1), and altered by removing
ei from it and adding e1−i. The coefficient of the new set obtained by this merge process is the sum
of those of the sets merged, i.e, β0 + β1.

The following lower tail bound proves that with high probability, the loss in the function value
by swap rounding is not too much.

Theorem 3.3.3. [101] Let f : {0, 1}n → R+ be a monotone submodular function with marginal

values in [0, 1], and F : [0, 1]n → R+ its multilinear extension. Let (x1, ..., xn) ∈ P (M) be a

point in a matroid polytope and (X1, ..., Xn) ∈ {0, 1}n a random solution obtained from it by

randomized swap rounding. Let µ0 = F (x1, ..., xn) and δ > 0. Then

Pr[f(X1, ..., Xn) ≤ (1− δ)µ0] ≤ e−µ0δ2/8.

In short, for a matroid M(X, I), given monotone submodular functions fi : {0, 1}m → R+, i ∈
[n] over the matroid polytope, and values vi, i ∈ [n], there is an efficient algorithm that determines
if there is an independent set S ∈ I such that fi(S) ≥ (1− 1/e)vi for every i.

To use this algorithm to solve the submodular NSW problem, we define a matroid M(X, I)
as follows. This construction was first described in [104], and also used for approximating the
submodular welfare in [102]. From the sets of agents A and itemsM, we define the ground set
X = A ×M. The independent sets are all feasible integral allocations I = {S ⊆ X | ∀j :
|S ∩ {A × {j}}| ≤ 1}. The valuation functions of every agent ui : {0, 1}m → R+ translate
naturally to submodular functions over this matroid fi : I → R+, with fi(S) = ui(Mi), where
Mi = {j ∈ M | (i, j) ∈ S}. With this construction, for any set of values Vi, i ∈ [n], checking
if there is an integral allocation of items that gives valuations at least (approximately) Vi to each
agent i is equivalent to checking if there is an independent set in this matroid that has value Vi for
every agent i.

The algorithm for approximating the NSW is now straightforward, and given in Algorithm 2.
Essentially, we guess the optimal NSW value OPT , and the utility of every agent in the optimal
allocation Vi, and check if there is an allocation X that gives every agent i a bundle of value at
least (approximately) Vi. As every agent can receive at most Max utility, Max is a trivial upper
bound for the maximum value of NSW, hence we perform a binary search for the optimal value
in the range (0, Max]. Searching for sets Vi by enumerating only those sets with values that are
powers of (1 + δ) for some constant δ > 0 will reduce the time complexity of the algorithm to
O(poly(log(Max)/δ)) instead of O(poly(Max)), by changing the approximation factor to (1 −
1/e)(1− δ) ≤ (1− 1/e− ϵ) for some ϵ > 0.
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Algorithm 2: Approximate the Submodular NSW with constant number of agents
Input : A set A of n agents with weights ηi, ∀i ∈ A, a setM of m indivisible items, and

monotone submodular valuations ui : 2M → R+.
Output: An allocation that approximates the NSW.

1 For any value Max > 0 that is a power of (1 + δ), scale all valuation functions such that
ui(M) = Max for all i. // Max is an upper bound on NSW objective

2 OPT = Max // OPT is the optimal NSW objective

3 define β > 0, δ > 0 as small positive constants
4 while OPT ≤Max do
5 flag=0
6 for any set in V = {[V1, V2, . . . , Vn] | ∏i Vi = OPT,∀i : Vi = (1 + δ)ki for some ki}

do
7 if there is an allocation x ofM such that ui(xi) ≥ (1− 1/e)Vi for all i then
8 x∗ = x, f lag = 1 // flag = 1 if current OPT value is

feasible

9 end
10 end
11 if flag=1 then
12 OPT = OPT + (Max + β −OPT )/2 // search if a higher value

is also feasible. Adding β ensures OPT > Max

finally, and algorithm converges

13 else
14 Max = OPT , OPT = OPT/2 // search for a lower feasible

value

15 end
16 OPT = nearest power of (1 + δ) greater than OPT

17 Max = nearest power of (1 + δ) greater than Max

18 end
19 return x∗

The hardness claim in Theorem 3.3.1 follows from the proof of Theorem 3.2.1. It was shown
that in the case where the optimal value of the MAX-3-COLORING instance was 1, every agent in
the reduced NSW instance received a bundle of items of value V , else the total NSW could not be
more than (1− (1− 1/n)n)V .
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3.3.2 Symmetric Additive NSW

We now prove that SMatch gives an allocation that also satisfies the EF1 property, making it not
only approximately efficient but also a fair allocation. EF1 is formally defined as follows.

Definition 3.3.2 ([4]). Envy-Free up to one item (EF1): An allocation x of m indivisible items

among n agents satisfies the envy-free up to one item property, if for any pair of agents i, î, either

vi(xi) ≥ vi(xî), or there exists some item g ∈ xî such that vi(xi) ≥ vi(xî\{g}).

That is, if an agent i values another agent î’s allocation more than her own, which is termed
commonly by saying agent i envies agent î, then there must be some item in î’s allocation upon
whose removal this envy is eliminated.

Theorem 3.3.4. The output of SMatch satisfies the EF1 fairness property.

Proof. For every agent i and j ≥ 1, the item hi
j allocated to i in the jth iteration of SMatch is

valued more by i than all items hi′
k , k > j allocated to any other agent i′ in the future iterations, as

otherwise i would have been matched to the other higher valued item in the jth matching. Hence,
j∑

t=1
vi(hi

t) ≥
j∑

t=2
vi(hi′

t ). That is, after removing the first item hi′
1 from any agent’s bundle, the sum

of valuations of the remaining items for agent i is not higher than her current total valuation. Thus,
after removing the item allocated to any agent in the first matching, agent i does not envy the
remaining bundle, making the allocation EF1. QED.

Remark 3.3.1. In fact, the same proof implies that our algorithm satisfies the strong EF1 property,

defined in [105]. Intuitively, an allocation satisfies the strong EF1 property if upon removing the

same item, every agent does not envy an agent’s allocation any more. Formally,

Definition 3.3.3 (Strong EF1:). An allocation x satisfies strong EF1 if for every agent i ∈ A, there

exists an item gi ∈ xi such that no other agent envies the set xi\{gi}, i.e., ∀j ∈ A, vj(xj) ≥
vj(xi\{gi}).

3.3.3 Symmetric Restricted Additive NSW

For the special case when the valuations are restricted, meaning the valuation of any item vij

is either some value vj or 0, we now prove SMatch gives a constant factor approximation to the
optimal NSW.

Theorem 3.3.5. SMatch solves the symmetric NSW problem for restricted additive valuations

within a factor 1.45 of the optimal.
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Proof. We prove that x∗, the allocation returned by SMatch, is Pareto Optimal (PO). Combined
with the statement of Theorem 3.3.4, and a result of [30] which proves that any allocation that
satisfies both EF1 and PO approximates NSW with symmetric, additive valuations within a 1.45
factor, we get the required result. An allocation of items x is called Pareto Optimal when there is
no other allocation x′ where every agent gets at least as much utility as in x, and at least one agent
gets higher utility. In the restricted valuations case, every item adds valuation either 0 or vj to some
agent’s utility. Thus, the sum of valuations of all agents in any allocation is at most

∑
j vj . SMatch

can easily be modified so that it allocates every item to some agent who has non zero valuation
for it. Then, the sum of valuations of all agents in the allocation returned by SMatch is

∑
j vj . No

other allocation can give an agent strictly higher utility without decreasing another agent’s utility.
Hence, x∗ is a Pareto Optimal allocation. QED.

Remark 3.3.2. We note here that Theorem 3.3.4 holds for general additive valuations also. How-

ever for the general case, the PO property does not always hold. Consider for example the case

where we have two agents, A and B and four items, {g1, g2, g3, g4}. Agent A values the items at

{2 + ϵ, 2, ϵ, ϵ} and agent B values them at {1, 1, 1, 1}. SMatch allocates items g1, g3 to agent A
and items g2, g4 to agent B. However, we can swap items g2 and g3 to get an allocation that pareto

dominates the allocation output by the algorithm.

3.4 ADDITIVE VALUATIONS

In this section, we present SMatch, described in Algorithm 3, for the asymmetric additive NSW
problem, and prove the following approximation result.

Theorem 3.4.1. If x denotes the output allocation of SMatch, NSW(x) ≥ 1
2nOPT.

3.4.1 Algorithm

SMatch works in a single pass. For every agent, the algorithm first computes the value of
m− 2n least valued items and stores this in ui. SMatch then defines a weighted complete bipartite
graph Γ(A,M,W) similarly as in the submodular case, but here the edge weights are defined as
w(i, j) = ηi log

(
vi(j) + ui

n

)
, and allocates one item to each agent along the edges of a maximum

weight matching of Γ. It then starts allocating items via repeated matchings. Until all items are
allocated, SMatch iteratively defines graphs Γ(A,Mrem,W) withMrem denoting the set of unal-
located items and edge weights defined as w(i, j) = ηi log (vi + vi(j)), where vi is the valuation
of agent i for items that are allocated to her. SMatch then allocates at most one item to each agent
according to a maximum weight matching of Γ.
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Algorithm 3: SMatch for the Asymmetric Additive NSW problem
Input : A set A of n agents with weights ηi, ∀i ∈ A, a setM of m indivisible items, and

additive valuations vi : 2M → R+, where vi(S) is the valuation of agent i ∈ A
for a set of items S ⊆M.

Output: An allocation that approximately optimizes the NSW.

1 xi ← ∅, ui ← vi(Mi,[2n+1:m]) ∀i ∈ [n] // Mi,[a:b] defined in Section
3.4.2

2 Define weighted complete bipartite graph Γ(A,M,W) with weights
W = {w(i, j) | w(i, j) = ηi log

(
vi(j) + ui

n

)
, ∀i ∈ A, j ∈M}

3 Compute a maximum weight matchingM for Γ
4 xi ← xi ∪ {j | (i, j) ∈M}, ∀i ∈ A // allocate items according to M
5 Mrem ←M\{j | (i, j) ∈M} // update set of unallocated items

6 whileMrem ̸= ∅ do
7 Define weighted complete bipartite graph Γ(A,Mrem,W) with weights

W = {w(i, j) | w(i, j) = ηi log(vi(j) + vi(xi)), i ∈ A, j ∈Mrem}
8 Compute a maximum weight matchingM for Γ
9 xi ← xi ∪ {j | (i, j) ∈M}, ∀i ∈ A // allocate items according to M

10 Mrem ←Mrem\{j | (i, j) ∈M} // remove allocated items
11 end
12 Return x

3.4.2 Notation

In the following discussion, we use xi = {h1
i , . . . , hτi

i } to denote the set of items received by
agent i in SMatch. We use x∗

i = {g1
i , . . . , g

τ∗
i

i } to denote the set of items in i’s optimal bundle. τi

and τ ∗
i , are the number of items in xi and x∗

i respectively. Then for every i, all items in xi and
M are ranked according to the decreasing utilities as per vi. We use the shorthand [n] to denote
the set {1, 2, . . . , n}. Mi,[a:b] denotes the items ranked from a to b according to agent i in M,
and xi,1:t is the total allocation to agent i from the first t matching iterations. We also use Mi,k

to denote the kth ranked item of agent i from the entire set of items. For all i, we define ui as
the minimum value for the remaining set of items upon removing at most 2n items fromM, i.e.,
ui = minS⊆M,|S|≤2n vi(M\ S) =Mi,[2n+1,m].3

3.4.3 Analysis

To establish the guarantee of Theorem 3.4.1, we first prove a couple of lemmas.

Lemma 3.4.1. vi(ht
i) ≥ vi(Mi,tn).

3As the valuation functions are monotone, the minimum value will be obtained by removing exactly 2n items. The
less than accounts for the case when the number of items inM is fewer than 2n.
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Proof. Since every iteration of SMatch allocates at most n items, at the start of iteration t at most
(t− 1)n items are allocated. Thus at least n items fromM ranked between 1 to tn by agent i are
still unallocated. In the tth iteration the agent will thus get an item with value at least the value of
Mi,tn and the lemma follows. QED.

Lemma 3.4.2. vi(h2
i , . . . , hτi

i ) ≥ ui

n
.

Proof. Using Lemma 3.4.1 and since vi(Mi,tn) ≥ vi(Mi,tn+k), ∀k ∈ [n− 1]

vi(ht
i) ≥

1
n

vi(Mi,[tn:(t+1)n−1]) .

Thus,

vi(h2
i , . . . , hτi

i ) =
τi∑

t=2
vi(ht

i) ≥
1
n

τi∑
t=2

(vi(Mi,[tn:(t+1)n−1])

As at most n items are allocated in every iteration, agent i receives items for at least ⌊m
n
⌋ iterations.4

This implies that (τi + 1)n ≥ m and hence,

vi(h2
i , . . . , hτi

i ) ≥ 1
n

(
vi(Mi,[2n:m−1])

)
≥ 1

n

(
vi(Mi,[2n+1:m])

)
= 1

n
ui.

The second inequality follows as vi(Mi,2n) ≥ vi(Mi,m). QED.

We now prove our main theorem.

Proof of Theorem 3.4.1.

NSW(x) =
n∏

i=1

(
vi

(
h1

i , . . . , hτi
i

)ηi
) 1∑n

i=1 ηi

=
n∏

i=1

((
vi(h1

i ) + vi(h2
i . . . , hτi

i )
)ηi
) 1∑n

i=1 ηi

≥
n∏

i=1

((
vi(h1

i ) + ui

n

)ηi
) 1∑n

i=1 ηi ,

where the last inequality follows from Lemma 3.4.2. During the allocation of the first item h1
i ,

items g1
i of all agents are available. Thus, allocating each agent her own g1

i is a feasible first

4Here we assume that the agents have non-zero valuation for every item. If it does not, the other case is also
straightforward and the lemma continues to hold.
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matching and we get

NSW(x) ≥
n∏

i=1

((
vi(g1

i ) + ui

n

)ηi
) 1∑n

i=1 ηi .

Now, ui = minS⊆M,|S|≤2n vi(M \ S). Suppose we define, S∗
i = arg min|S|≤2n,S⊆x∗

i
vi(x∗

i \ S),
then vi(x∗

i \S∗
i ) ≤ ui. To see this, let Si = arg minS⊆M,|S|≤2n vi(M\S). Now, ui = vi(M\Si) ≥

vi(x∗
i \ Si) ≥ vi(x∗

i \ S∗
i ). Thus,

NSW(x) ≥
n∏

i=1

(( 1
2n

vi(S∗
i ) + 1

n
vi(x∗

i \ S∗
i )
)ηi
) 1∑

i
ηi

≥ 1
2n

n∏
i=1

(vi(x∗
i )ηi)

1∑n

i=1 ηi

= 1
2n

OPT. QED.

Remark 3.4.1. SMatch easily extends to give an O(n) approximation for the case of budget-

additive valuations. The changes required in the algorithm are ui = min(ci,M1,2n+1:m) where

ci is the utility cap for agent i. Also, the edge weights in the bipartite graphs will use marginal

utility (as they had in submodular valuations case). Lemma 3.4.2 and the subsequent proof can be

extended easily for budget-additive by combining ideas from Lemma 3.1.2 and Proof of Theorem

3.1.1.

3.5 TIGHTNESS OF THE ANALYSIS

3.5.1 Subadditive Valuations

The matching approach does not extend to agents with subadditive valuation functions. Here the
valuation functions satisfy the subadditivity property:

v(S1 ∪ S2) ≤ v(S1) + v(S2),

for any subsets S1,S2 of the set of itemsM.
A counter example that exhibits the shortcomings of the approach is as follows. Consider an

instance with 2 agents and m items. Assume m is even. Denote the set of items by M =
{g1, g2, . . . , gm}. LetM1 = {g1, g2, . . . , gm/2} andM2 = {gm/2+1, . . . , gm}. The valuation func-

53



tion for agent i ∈ {1, 2} is as follows.

vi(S) = vi(S1 ∪ S2) = max{M, |Si| ·M} ∀S ⊆M, S1 ⊆M1, S2 ⊆M2.

Note that these valuation functions are subadditive.
The allocation that maximizes the NSW allocatesM1 to agent 1 andM2 to agent 2. The optimal

NSW is mM/2.

Now, RepReMatch may proceed in the following way. Since the marginal utility of each item
over ϕ is M, the algorithm can pick any of the items for either of the agents. Suppose the algorithm
gives gm/2+1 to agent 1 and g1 to agent 2. In the next iteration, for agent 1 (2) the marginal utility
of any item over gm/2+1 (g1) is 0. Thus, again the algorithm is at liberty to allocate any item to
either of the agents. Now again the algorithm gives exactly opposite allocation as compared to
the optimal allocation and gives agent 1 item gm/2+2 and gives agent 2 item g2. For each iteration
this process repeats and ultimately the bundles allocated by algorithm are exactly opposite of the
bundles allocated by optimal. The re-matching step first releases log n + 1, or 2 items from both
agent allocations, and re-matches them. This may not change the allocations as both agents have
already received their best item. The NSW of the algorithm’s allocation is (M2)1/2 = M, giving
an approximation ratio of Ω(m) with the optimal NSW. Even if we increase the number of agents,
the factor cannot be made independent of m, the number of items.

The problem in the subadditive case is the myopic nature of each iteration in RepReMatch. In
each iteration the algorithm only sees one step ahead. At any of the iterations, had the algorithm
been allowed to pick and allocate multiple items instead of 1, it would have been able to select a
subset of items from it’s correct optimal bundle.

This problem does not arise in the additive case because the valuation of an item here is inde-
pendent of other items. Submodular valuations allow a minimum marginal utility over an agent’s
current allocation for items allocated in future iterations, hence this issue does not arise there too.

3.5.2 XOS Valuations

The following example tells us that RepReMatch does not extend to XOS valuations either. XOS
is a class of valuation functions that falls between subadditive and submodular valuation functions,
defined as follows. A set of additive valuation functions, say {ℓ1, . . . , ℓk}, is given, and the XOS
valuation of a set of items S is the maximum valuation of this set according to any of these additive
valuations. i.e., v(S) = maxi∈[k]{ℓi(S)}.

To see why the algorithm does not extend to this class of functions, consider the following
counter example. We have n = 2 agents and m = 2k items, for some k > 3. Each agent i ∈ {1, 2}
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has 2 valuation functions ℓi
1, ℓi

2. The following two tables pictorially depict these valuations. Each
entry (ℓi

h, gj), h ∈ [2], i ∈ [2], j ∈ [2k] denotes agent i’s valuation according to function ℓi
h for

item gj .
For agent 1:

g1 g2 . . . gk gk+1 gk+2 gk+3 gk+4 . . . g2k

ℓ1
1 M M . . . M 0 0 0 0 . . . 0

ℓ1
2 0 0 . . . 0 M + ϵ M + ϵ M + ϵ ϵ . . . ϵ

For agent 2:

g1 g2 g3 g4 . . . gk gk+1 gk+2 . . . g2k

ℓ2
1 0 0 0 0 . . . 0 M M . . . M

ℓ2
2 M+ϵ M+ϵ M+ϵ ϵ . . . ϵ 0 0 . . . 0

Here M is any large value, and ϵ > 0 is negligible.
The allocation optimizing NSW clearly allocates the first k items to agent 1 and the next k items

to agent 2, resulting in the NSW value Mk. RepReMatch on the other hand allocates items g1, g2

to agent 2 and items gk+1, gk+2 to agent 1 in Phase 1. In Phase 2, it gives g3 to agent 2 and gk+3

to agent 1. After this, for all other iterations of Phase 2, items gj, j ≤ k have zero marginal utility
for agent 1 and items gj, j ≥ (k + 1) have zero marginal utility for agent 2. Thus, RepReMatch
allocates items g3 . . . gk to agent 2 and items gk+3, . . . , g2k to agent 1 in Phase 2. Phase 3 reallocates
items of Phase 1 − g1, g2, gk+1, gk+2 allocating gk+1, gk+2 to agent 1 and g1, g2 to agent 2. Thus
the NSW of the allocation given by RepReMatch is (3M + k · ϵ). Hence, the approximation ratio
of RepReMatch cannot be better than (MK)/(3M + kϵ) or Ω(k) = Ω(m) when the valuation
functions are XOS.

3.5.3 Asymmetric Additive NSW

We describe an example to prove the analysis of this case is tight. Consider an NSW instance
with n agents, referred by {1, 2 . . . , n} and m sets of n2 items, referred byM = {Mi | i ∈ [m]},
where every Mi = {gi,1 . . . , gi,n2}}. The first agent has weight W , while the remaining agents
have weight 1. The valuation function of agent 1 is as follows.

v1(gi,j) =

M j ∈ [n], i ∈ [m]

0 otherwise.
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The remaining agents have valuations for items as follows.

∀k ∈ [n], k ̸= 1 : vk(gi,j) =


M + ϵ j ∈ [n], i ∈ [m], ϵ > 0

M + ϵ̄ (k − 1)n + 1 ≤ j ≤ kn, i ∈ [m], ϵ > ϵ̄ > 0

0 otherwise.

It is easy to verify that the optimal allocation that maximizes NSW gives all items gi,j for i between
(k − 1)n + 1 and kn to agent k. That is, the kth agent receives the kth set of n items from each of
the m sets of n2 items. SMatch on the other hand allocates items as follows. For the first graph, it
computes ui as M(m− 2)n for the first agent, and (M + ϵ)(m− 2)n + (M + ϵ′)(mn) for a small
ϵ′ > 0, for the rest. The first max weight matching then allocates to each agent one item from agent
1’s optimal bundle. The following iterations also err as follows. Until the first n items from every
set are allocated, irrespective of the agent weights, every agent receives one item from this set if
available. In the remaining matchings, agent 1 does not receive any item, and the other agents get
all items in their optimal bundles. The ratio of the NSW products of the optimal allocation and the
algorithm’s allocation is as follows.

NSW(x)
OPT ≤

(
(mM)W (mn · (M + ϵ̄) + m(M + ϵ))n−1

(mn ·M)W (mn · (M + ϵ̄))n−1

)1/(W +(n−1))

≤
(

(mM)W (2mn ·M)n−1

(mn ·M)W (mn ·M)n−1

)1/(W +(n−1))

≤ 2
( 1

n

)W/(W +(n−1))
.

With increasing W , asymptotically this ratio approaches 2/n.

Remark 3.5.1. It is natural to ask if the asymmetric NSW problem is harder than the symmetric

problem. As SMatch is the first non-trivial algorithm for the asymmetric problem, we would like to

find if it gives a better approximation factor when applied to a symmetric agents instance. However,

after considerable effort, we could not resolve this question definitively. Like the above example,

we could not find an example of a symmetric instance for which our analysis was tight. Our

conjecture is that SMatch gives a better factor for the symmetric problem, and that the symmetric

case itself is easier than the asymmetric NSW case.
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CHAPTER 4: MAXIMIN SHARE WITH A MIXED MANNA

In this chapter, we explore the maxmin share fairness notion. To recall, the maximin share
(MMS) value of an agent is defined as follows. If Πn(M) represents all possible partitions
(A1, . . . , An) ofM into n bundles, and vi is her valuation function, then

MMSi(M) = max
(A1,...,An)∈Πn(M)

min
k∈[n]

vi(Ak) . (4.1)

An MMS allocation is one where every agent gets at least her MMS value. We initiate the study of
finding MMS + PO allocations for a mixed manna.

We first show that, for any fixed α ∈ (0, 1], an α-MMS allocation may not always exist (see
Section 4.3). This rules out efficient computation for any fixed α, and naturally raises the following
problem.

Design an efficient algorithm to find an α-MMS + PO allocation for the best possible α, i.e., the

maximum α ∈ (0, 1] for which it exists.

This exact problem is intractable: In the case of identical agents, an (α = 1)-MMS allocation
exists by definition. However, finding one is known to be NP-hard even for a goods manna. Also,
checking if a given instance admits an MMS allocation is known to be in NPNP, but not known to
be in NP ([46]). On the positive side, a polynomial-time approximation scheme (PTAS) is known
for this case due to [45]; given a constant ϵ ∈ (0, 1], the algorithm finds a (1− ϵ)-MMS allocation
in polynomial time. No such result is known when the agents are not identical. Guaranteeing PO
in addition adds to the complexity, since even checking if a given allocation is PO is coNP-hard
even with two identical agents ([75]). In light of these results, we ask,
Question. Can we design a PTAS, namely an efficient algorithm to find an (α− ϵ)-MMS + γ-PO
allocation, given ϵ, γ > 0, for the best possible α?

Our Contribution. We show the following dichotomy result: We derive two conditions and show
that the problem is tractable under these conditions, while dropping either renders the problem
intractable. The two conditions are: (i) number of agents n is a constant, and (ii) for every agent
i, her total (absolute) value for all the items (|vi(M)|) is significantly greater than the minimum
of her total value of goods (v+

i ) and her total (absolute) value for chores (v−
i ), i.e., for a constant

τ > 0, |vi(M)| ≥ τ ·min{v+
i , v−

i }.
In particular, first, for instances satisfying (i) and (ii), we design a PTAS (as asked in the

above question). Second, we show that if either condition is not satisfied, then finding an α-MMS
allocation for any α ∈ (0, 1] is NP-hard, even with identical agents where a solution exists for
α = 1. This hardness is striking because it shows inapproximability within any non-trivial factor
when either (i) or (ii) is not satisfied. This also indicates that the two conditions are unavoidable.
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Our algorithm, in principle, gives a little more than a PTAS. It runs in time 2O(1/ min{ϵ2,γ2})poly(m)
for given ϵ, γ, thus gives polynomial run-time for ϵ, γ as small as O(1/

√
log m), where m = |M|.

α-MMS+PO for goods (chores) manna. As a corollary, we obtain a PTAS for finding α-MMS+
PO allocations of a goods manna and a chores manna when the number of agents is a constant.
This improves the previous results for these settings in two aspects: (i) provides the best possible
approximation factor; factors better than the general case known for good manna are 4/5 for n =
4 by [50], 8/9 for n = 3 by [56], and 1 for n = 2 by [46], and (ii) provides an additional
(approximate) PO guarantee.
Challenges. The key challenge in solving this question is handling items of high value to any agent.
In the goods or chores mannas, these items can be greedily assigned, for example as singleton
bundles. But in a mixed manna, high valued goods (chores) may have to be bundled with specific
sets of chores (goods) or low valued items to form lesser valued bundles. Secondly, the MMS
values of the agents, and the α for which α-MMS allocation exist, both are not known. In fact,
computing the exact MMS values is NP-hard (even with a goods manna).

PTAS to find MMS values. As the first key step for our main algorithm, we design a PTAS that
returns (1− ϵ) approximate MMS values of agents, which may be of independent interest.

A new technique to prove PO. Since certifying a PO allocation is a coNP-hard problem ([75]),
known works (e.g., [30, 76, 77]) maintain a PO allocation with market equilibrium as a certificate
. We develop a novel approach to ensure PO with α-MMS through LP rounding. The LP itself is
intuitive, however the rounding is involved. It makes use of envy-graph and properties of the MMS
in a novel way. This approach may be of independent interest.

Organization. Section 4.1 gives a formal definition of the problem and notations. Section 4.2
discusses the main result of PTAS for the α-MMS + PO problem with the best possible α. The
formal discussion of the PTAS for computing MMS values for the case when MMS ≥ 0 is in
Section 4.4 and for the MMS < 0 case is in Section 4.5. Section 4.3 discusses the non-existence
of α-MMS allocation for any α ∈ (0, 1] and Section 4.6 discusses the NP-hardness results.

4.1 PROBLEM DEFINITION AND NOTATIONS

Notations. We use [k] to denote the set {1, 2 · · · , k}. For c ∈ R, c+ denotes max{c, 0}.
We consider the problem of allocating a set M of m indivisible items among a set N of n

agents in a fair and efficient manner, with the fairness notion of maximin share (MMS) and the
efficiency notion of Pareto-optimality (PO). Each agent i ∈ N has an additive valuation function
vi : 2M → R over sets of items. For a set S ⊆ M, her value is vi(S) = ∑

j∈S vij . Agents are
called identical if their vis are the same function; in this case, the valuation function is denoted by
v.
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The set of items valued non-negatively (negatively) by an agent i are called her Goods (Chores),
and denoted byM+

i = {j | vij ≥ 0} (M−
i = {j | vij < 0}). The sets of all the goods and all the

chores of the instance are defined as respectivelyM+ := ∪iM+
i , andM− :=M\M+. We refer

to an item j as a good if vij ≥ 0 for some agent and as a chore if vij < 0 for all agents.
MMS values and allocation. Let Aπ = {A1, A2, · · · , An} denote a partition of all the items
among the n agents, referred as an allocation, i.e., Ai ∩ Ai′ = ∅ for all distinct i, i′ in N , and
∪iAi = M. And let Πn(M) be the set of all possible allocations of M among n agents. The
maximin share (MMS) value of an agent i is defined as

MMSn
i (M) = max

(A1,...,An)∈Πn(M)
min
k∈[n]

vi(Ak).

We refer to MMSn
i (M) by MMSi when the qualifiers n and M are clear, and by MMS when

agents are identical. Note that MMSi can be negative too.

Definition 4.1.1 (α-MMS allocation). Aπ is called an α-MMS allocation for an α ∈ (0, 1], if for

each agent i ∈ N we have vi(Ai) ≥ αMMSi if MMSi ≥ 0, vi(Ai) ≥ (1/α)MMSi, if MMSi < 0.

Equivalently, vi(Ai) ≥ min{αMMSi, (1/α)MMSi}. When α ≤ 0, for simplicity, we define any

allocation as α-MMS.

γ-Pareto optimal (γ-PO) and γ-Pareto dominating allocations. An allocation Aπ is said to be
γ-PO if there does not exist any Bπ ∈ Πn(M), called an allocation γ-Pareto dominating Aπ, such
that ∀i ∈ N , vi(Bi) ≥ (1 + γ)vi(Ai) if vi(Ai) ≥ 0, and vi(Bi) ≥ 1

(1+γ)vi(Ai) if vi(Ai) < 0, and
for at least one i the inequality is strict.

An allocation is called PO if it is 0-PO. It is easy to see that if there exists an α-MMS allocation
for a given instance then there is one that is both α-MMS and PO (and thereby also γ-PO). This is
because if an allocation Bπ Pareto dominates an α-MMS allocation Aπ, then Bπ is also α-MMS.

Since the problem of finding α-MMS allocation is NP-hard for any α ∈ (0, 1], we design a PTAS
to compute an α-MMS + PO allocation for a sub-class of instances. To characterize this sub-class,
we will need the following definition.

For each agent i ∈ N , define v+
i = ∑

j∈M+
i

vij and v−
i = ∑

j∈M−
i
|vij|.

(4.2)

Definition 4.1.2 (α-MMS + PO Problem). Given an instance (N ,M, (vi)i∈N ) and α ∈ (0, 1]
where,

1. the number of agents n is constant, and

2. for some constant τ > 0, for every agent i ∈ N , |vi(M)| ≥ τ ·min{v+
i , v−

i },
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either find an allocation Aπ ∈ Πn(M) that is both α-MMS and PO, also called an α-MMS + PO
allocation, or correctly report that such an allocation does not exist for the given instance.

The above problem without the PO guarantee is called the α-MMS problem. Unlike the goods
manna or the chores manna, for the mixed manna an α-MMS allocation may not exist for any

α > 0, as shown in Electronic Companion Section 4.3. Therefore, for a mixed manna, we can
only hope to find an α-MMS allocation for the maximum possible α value for the given instance,
formally defined below.

Definition 4.1.3 (OPT-α-MMS + PO Problem.). Given an instance (N ,M, (vi)i∈N ), find an al-

location which is α-MMS + PO for an α ∈ (0, 1] such that there is no α′-MMS allocation for any

α′ > α.

Note that, given an algorithm for the α-MMS+PO problem it is easy to solve OPT-α-MMS+PO
by doing a binary search on the value of α. We design a PTAS for the former in Section 4.2 and
thereby solve the latter efficiently up to a small error. By PTAS we mean, given constants ϵ, γ > 0,
in polynomial-time it either returns an (α− ϵ)+-MMS + γ-PO allocation, or correctly reports that
no α-MMS allocation exists.

The following observations will be useful in what follows.

Lemma 4.1.1. vi(M) ≥ 0 iff MMSi ≥ 0.

Proof. If the sum of valuations of all items vi(M) is negative, there can be no allocation where
every bundle has non-negative valuation. Hence, MMSi is negative. If the sum of valuations is
positive, then adding all items to one bundle and no item in other bundles makes the least-valued
bundle have zero value. Thus, in this case, MMSi ≥ 0. QED.

Lemma 4.1.2. MMSi ≤ vi(M)/|N | for all i ∈ N .

Proof. If MMSi > vi(M)/n, it implies that there exists a partition of items in Πn(M) where all
bundles have value greater than vi(M)/n. Therefore, vi(M) ≥ n.MMSi > n.vi(M)

n
= vi(M),

which is a contradiction. QED.

Lemma 4.1.3. [Scale Invariance] α-MMS + PO allocations for the instances (N ,M, (vi)i∈N )
and (N ,M, (v′

i)i∈N ) are the same when for all i, j, v′
ij = ci · vij for some constants ci > 0.

Proof. For any agent i, the value of any bundle of items S according to the two valuation function
are related as v′

i(S) = ci ·vi(S). Thus, by definition of MMS, her MMS values according to the two
valuation functions are also related as MMS′

i = ci · MMSi, where MMS′
i is agent i′s MMS value

according to v′
i.
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This implies that a set of items has α-MMS value for i according to (vi)i∈N if and only if it has
α-MMS value according to (v′

i)i∈N . Hence all α-MMS allocations according to valuations (vi)i∈N

are also α-MMS according to (v′
i)i∈N and vice versa.

The α-MMS + PO allocation according to (vi)i∈N , say A, is α-MMS and must also be PO ac-
cording to (v′

i)i∈N , as otherwise the Pareto dominating allocation will Pareto dominateA according
to (vi)i∈N too. QED.

4.2 PTAS FOR α-MMS + PO WITH NON-IDENTICAL AGENTS

In this section, we present our main result, namely a PTAS for the OPT-α-MMS + PO problem.
For OPT-α-MMS+PO the crucial step is to get a PTAS for the α-MMS+PO problem, discussed

in Electronic Companion Sections 4.4 and 4.5. Recall that the definition of the latter, namely
Definition 4.1.2, assumes two conditions on the input instance (N ,M, (vi)i∈N ): (i) number of
agents is a constant, and (ii) for each i ∈ N , |vi(M)| ≥ τ · min{v+

i , v−
i }, where τ > 0 is a

constant. Let us first briefly discuss why both of these conditions are unavoidable.

Hardness of approximation. In Electronic Companion Section 4.6, we show the following theo-
rem by proving that if either condition is dropped then the problem is intractable for any α ∈ (0, 1],
even when exact MMS allocation exists.

Theorem 4.2.1. For any instance (n,M, v) with identical agents and v(M) > 0 such that exactly

one of the following two holds: (a) either n = 2 or (b) |v(M)| ≥ τ ·min{v(M+), |v(M−)|} for

a constant τ , finding an α-MMS allocation of (n,M, v) for any α ∈ (0, 1] is NP-hard.

To prove the above theorem, we design two reductions from a well-known NP-hard problem
PARTITION to the problem of finding an α-MMS allocation of an instance (n,M, v) for any
α ∈ (0, 1],. The tricky part in these reductions is to guarantee that an α-MMS allocation for any

α > 0 maps to a solution of PARTITION.

Computing the MMS values. The first step in our PTAS is to compute the MMS values of the
agents, which is equivalent to finding an MMS allocation with identical agents. The above hardness
result rules out even approximating the MMS values within any non-trivial factor in polynomial
time if either condition is not satisfied. For the instances satisfying both, in Electronic Companion
Sections 4.4 and 4.5 we design an efficient algorithm to compute the MMS values up to a small
multiplicative error. We need to tackle the cases with MMS ≥ 0 and MMS < 0 separately; note that
the sign of MMS can be easily determined using Lemma 4.1.1. Formally, we show the following
(see Electronic Companion Sections 4.4 and 4.5).
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Theorem 4.2.2. Given an instance (n,M, v) and a constant ϵ > 0, if (i) n is a constant and (ii)
for each i ∈ [n], |vi(M)| ≥ τ ·min{v+

i , v−
i }, where τ > 0 is a constant. Then, there is a PTAS to

compute a (1− ϵ)-MMS allocation.

Our PTAS for the α-MMS+PO problem takes as input the instance (N ,M, (vi)i∈N ), a parame-
ter α ∈ (0, 1], and constants ϵ, γ > 0, and it either finds an allocation that is (α− ϵ)+-MMS+γ-PO
allocation, or correctly reports that an α-MMS allocation does not exist; the latter may very well
be the case for any α ∈ (0, 1] as shown in Electronic Companion Section 4.3.
Pre-processing. First, note that the problem is non-trivial only if α > ϵ, otherwise since (α −
ϵ)+ = 0, thus an allocation that gives every item to the agent with the highest value for it is
(α− ϵ)+-MMS + PO, and returned. Therefore, now on we assume that α > ϵ.

Next we re-define ϵ as min{ϵ, γα
(1+γ)}. This is done for technical reasons to ensure that the final

allocation is also γ-PO. It does not harm the MMS guarantee, as an (α− ϵ)+-MMS allocation with
a smaller ϵ is also an (α− ϵ)+-MMS allocation with respect to the given ϵ. Note that when α and
γ are constants, so is the new value of ϵ. Finally, we assume there are no agents with v(M) = 0.
Note that because of condition 2 of the problem, when v(M) = 0 then the value of every item
for this agent is 0. Also note that their MMS = 0. Thus, we can allocate all the chores arbitrarily
among agents with v(M) = 0, and remove them. It is easy to see that the MMS value of the
remaining agents can only improve, and all α-MMS allocations are retained, by the removal of all
the chores and a subset of agents. The problem then reduces to a goods manna case with no agents
with v(M) = 0, which is solved as a special case of the PTAS we will describe.

Due to the pre-processing step, now on we assume that (N ,M, (vi)i∈N ), the given fair divi-
sion instance, satisfies vi(M) ̸= 0 for every agent i ∈ N . We first scale the valuations so that
|vi(M)| = n since the problem is scale free by Lemma 4.1.3. Without loss of generality, we as-
sume that the given constants α, ϵ, γ > 0 are such that α > ϵ, and ϵ ≤ γα

(1+γ) . The algorithm first
applies the relevant PTAS from Electronic Companion Section 4.4 or 4.5 to compute the MMS
value of every agent approximately up to a factor (1 − ϵ/2). If MMSi is the value returned by the
algorithm for agent i, we know MMSi ≥ min{(1 − ϵ/2)MMSi, (1/(1 − ϵ/2))MMSi}. The algo-
rithm then tries to find an (α− ϵ/2)+-MMSi allocation, and fails only when an α-MMS allocation
does not exist.

High-level Approach. At a high level, the algorithm to find an (α− ϵ/2)+-MMSi allocation is as
follows. We will classify all items as BIG, based on if they are highly valued by any agent relative
to her MMS value, or SMALL otherwise. Although the MMS values of agents can be arbitrarily
small, we show that the number of BIG items is a function of n, hence constant from condition 1.
Therefore, we can efficiently enumerate all partitions of the BIG items.

For each partition, we allocate the SMALL items by solving an LP and rounding its solution.
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The LP ensures a fractional solution where every agent gets at least an α-MMS valued bundle.
Next, through a careful rounding, we show that if there is an α-MMS allocation where the BIG
items are allocated according to the current partition, then the allocation of all items obtained after
rounding the LP solution is (α− ϵ/2)+-MMSi. Among all the fractional α-MMS allocations found
by combining some BIG item partition with the allocation of SMALL as per the LP solution, we
find the one, say A = [A1, · · · ,An], with the highest value for the sum of valuations of all the
agents, i.e.,

∑
i vi(Ai). That is, we find a fractional allocation,

A ∈ argmax
B∈Πn(BIG)

max
Ai⊇Bi,A is α-MMS

∑
i∈N

vi(Ai).

Finally, we show that the rounded solution, call it Ar, is γ-PO, by showing that for an allocation
to γ-Pareto dominate Ar, it must be an α-MMS allocation and have higher welfare than A. This
proof is quite involved and uses several new ideas, including the way we round the LP solution, to
show Pareto optimality of the integral allocation (Recall from [75] that testing PO is coNP-hard,
and market equilibrium is the only non-trivial technique in all known literature [allocations with
highest sum of valuations are trivially PO] to certify that an allocation is PO). The following
bound on the MMSi values will be useful in the analysis, and follows from Lemma 4.1.2 and
|vi(M)| = n, ∀i ∈ N .

Lemma 4.2.1. For each agent i ∈ N , MMSi ≤ 1 if v(M) ≥ 0, otherwise MMSi ≤ −1.

In the remaining section, we will discuss the details and formalize these ideas. For brevity, at
times we will refer to MMSi as µ̃i and to MMSi as µi.

4.2.1 BIG and SMALL Items

Next we classify items into sets BIG and SMALL, and show bounds on the size of the BIG items
set.

Definition 4.2.1 (Big and Small items). The sets of all BIG goods (BIG+
i ) and BIG chores (BIG−

i )
of agent i are defined as,

BIG+
i := {j ∈M+ | (µ̃i ≥ 0 and vij > ϵµ̃i/(2n)) or (µ̃i < 0 and vij > ϵ/(2n))}, and

BIG−
i := {j ∈M− | −vij > ϵ/(2n)}.

The union of all sets BIG+
i is called BIG+ = ∪iBIG+

i , and of all BIG−
i sets is called BIG− =

∪iBIG−
i . Finally, the set of all BIG items is called BIG := BIG+ ∪ BIG−.

Any item that is not in BIG is called a SMALL item. We define SMALL goods and chores for

agent i as SMALL+
i = M+

i \BIG+
i , and SMALL−

i = M−
i \BIG−

i . Similarly, the sets of SMALL
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goods, SMALL chores, and SMALL items are respectively SMALL+ = M+\BIG+, SMALL− =
M−\BIG−, and SMALL = SMALL+ ∪ SMALL−.

In the remaining section, we will show the size of BIG is constant. For this, we make two useful
observations, then show the bound on BIG.

Claim 4.2.1. For the approximate MMS values µ̃i, we have, if µi > 0, then µ̃i ∈ [(1− ϵ/2)µi, µi],
if µi = 0 then µ̃i = 0 and if µi < 0, then µ̃i ∈ [µi/(1− ϵ/2), µi].

Proof. We know from condition 2 of the α-MMS + PO problem that vi(M) ≥ τ ·min{v+
i , v−

i }.
After scaling, we have |vi(M)| = n. For agents where vi(M) ≥ 0, n ≥ τ · v−

i ⇒ v−
i ≤ n/τ =

O(n). Also, n = v+
i − v−

i ⇒ v+
i ≤ n(1 + 1/τ) = O(n). Analogously we prove the claim when

vi(M) < 0. QED.

Next, recall the definitions of v+
i and v−

i from equation (4.2). The next claim follows from
condition 2 of the problem.

Claim 4.2.2. For all agents i, v+
i ≤ O(n), v−

i ≤ O(n).

Next lemma shows a bound on |BIG|. For this we show the bound of O(n2/ϵ) on |BIG+
i | and

|BIG−
i | for each agent i. Note that if µ̃i is big enough then it is easy to prove that |BIG+

i | is a
constant. The difficulty is when µ̃i is arbitrarily small, in which case |BIG+

i | can potentially be
large – a tricker case. The bound on |BIG−

i | follows from the definition of BIG−
i together with

Claim 4.2.2.

Lemma 4.2.2. The number of big items, i.e., |BIG| ≤ O(n3/ϵ).

Proof. Since BIG = ∪i∈N BIG+
i ∪i∈N BIG−

i , to prove the lemma it suffices to show that the number
of BIG goods and chores of every agent i ∈ N is |BIG+

i |, |BIG−
i | ≤ O(n2/ϵ). Fix an agent i ∈ N .

First we will show bound on |BIG+
i |.

Case 1: µ̃i ≥ 0.

If µ̃i ≥ 1/3, |BIG+
i | ≤ |{j ∈M : vij > ϵ/(6n)}| ≤ v+

i

ϵ/(6n) ≤
6n

ϵ
O(n) = O(n2/ϵ) (4.3)

The last inequality follows by Claim 4.2.2. Otherwise, if µ̃i < 1/3, then µi ≤ µ̃i/(1 − ϵ/2) <

1/(3− 3ϵ/2) < 2/3. Divide BIG+
i into two sets as follows.

BIG+
i = {j : vij > ϵ/(6n)} ∪ {j : ϵµ̃i/(2n) < vij ≤ ϵ/(6n)}. (4.4)

Let us call the first set in Equation (4.4) LARGE and the second set MEDIUM. Similarly as for
the case of µ̃i ≥ 1/3, we can prove the size of LARGE is at most O(n2/ϵ). We now prove that
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the number of items in MEDIUM is at most 2n(n−1)
(1−ϵ/2)ϵ + (n − 2). We show that if this is not true

then there is a partition of all the items where all parts have value strictly more than µi for agent
i which is a contradicts that µi being her MMS value. The partition is as follows. Add all items
except the goods from MEDIUM to the first bundle. If i’s value for this bundle is more than 1,
divide MEDIUM to make n− 1 bundles with at least 2n/((1− ϵ/2)ϵ) + 1 items in each. Then all
the remaining bundles have value at least,

(
2n

(1− ϵ/2)ϵ + 1
)(

ϵ

2n

)
µ̃i >

µ̃i

(1− ϵ/2) ≥ µi.

If the value of the first bundle is less than 1 for i, then we add enough goods from MEDIUM
to each bundle one by one (first bundles and all remaining empty bundles) so that their value is
at least 2/3 > µi. Since every item in MEDIUM has value at most ϵ/(6n), the value of the each
bundle is less than 2/3 before adding the last item and less than 2/3 + ϵ/(6n) < 1 later. As each
bundle’s value is at most 1 and v(M) = n, there are enough items to make (n− 1) bundles, each
of value at least 2/3 which is greater than µi. This is a contradiction to definition of MMSi.

Therefore, |MEDIUM| ≤ 2n(n−1)
(1−ϵ/2)ϵ+(n−2) = O(n2/ϵ). Hence |BIG+

i | = |LARGE|+|MEDIUM| =
O(n2/ϵ), for any i with µ̃i ≥ 0.

Case 2: µ̃i < 0. Then by the definition of a BIG good for this case, |BIG+
i | ≤ v+

i /(ϵ/(2n)) =
(2n/ϵ)O(n) = O(n2/ϵ).

Next we show the bound on |BIG−
i |. By definition of a BIG chore, |BIG−

i | ≤ 2n · v−
i /ϵ =

O(n2/ϵ), as from Claim 4.2.2 we have v−
i ≤ O(n). QED.

4.2.2 LP for Allocating SMALL Items, and Rounding

Given a partition Bπ = (B1, . . . , Bn) of BIG items, next we write an LP to find a fractional

allocation of SMALL items such that together with Bπ this allocation gives at least α-MMS value
to every agent. If there exists an α-MMS allocation where the BIG items are allocated as per Bπ

then we show that the LP has to be feasible.
For every agent i, denote by ci the value from SMALL that i needs for her bundle’s value to be
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at least α · µ̃i if µ̃i ≥ 0 or (1/α) · µ̃i otherwise, i.e., ci = min{(1/α)µ̃i, αµ̃i} − vi(Bi).

max
∑
i∈N

 ∑
j∈SMALL+

i

vijxij −
∑

j∈SMALL−
i

|vij|xij

 (4.5)

s.t.
∑

j∈SMALL+
i

vijxij −
∑

j∈SMALL−
i

|vij|xij ≥ ci, ∀i ∈ N (4.6)

∑
i∈N

xij ≤ 1, ∀j ∈ SMALL+ (4.7)

∑
i∈N

xij ≥ 1, ∀j ∈ SMALL− (4.8)

xij ≥ 0, ∀i ∈ N , j ∈M. (4.9)

We now prove two properties (Lemmas 4.2.3 and 4.2.4) that will help in obtaining an integral
(α − ϵ/2)-MMS allocation of items from a fractional α-MMS allocation. Let us assume the LP
has a solution, say x = [xij]i∈N ,j∈SMALL. We define a bipartite graph, called the allocation graph,
corresponding to x as follows. There is a vertex corresponding to each agent in N in one part of
vertices, and to each item in SMALL in the other part, and for all i ∈ N and j ∈ SMALL, edge
(i, j) exists if xij > 0. We show the following property of the allocation graph.

Lemma 4.2.3. The allocation graph of any LP solution x can be made acyclic in such a way that

in the allocation corresponding to the new graph, say x′ = [x′
ij]i∈N ,j∈SMALL, every agent receives

a bundle of the same or better value as in x.

To prove the lemma, we show re-allocations can be done along any cycle in a certain way without
any agent losing any value that eliminates at least one edge. For every cycle, we define a particular
scaled valuation function, and define weights for the edges to reflect the values to agents from the
adjacent items. Then we add and subtract weights in a certain way along the cycle, taking into
consideration if the adjacent item is a good or a chore, so that the allocation corresponding to the
new weights, or equivalently (scaled) values to agents, does not contain this cycle.

Proof. First we show how to eliminate one cycle, say C, in the allocation graph of x. That is, we
define a new allocation x′, that removes one cycle without reducing the value of any agent. Let
there be k agents and k items in C, with the edges as,

a1 — o1 — a2 — o2 — · · · — oi−1 — ai — oi — a(i+1) · · · — ok−1 — ak — ok — a1.

Each agent ai is partially assigned items oi and oi−1 (by setting 0 ≡ k) and each item oi is partially
assigned to agents ai and ai+1 (by setting k + 1 ≡ 1). Without loss of generality, we may assume
that items in C are solely considered as either a good or a chore by both agents sharing them,
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otherwise, we can break the cycle by allocating the share of the other agent for this item to the one
who considers it as a good. We call an item a good if both the agents sharing it consider it so, else
a chore.

First we argue the case when there is at least one good. Without loss of generality we assume
ok is a good. Let XC = [x11, x21, x22, . . . , xk(k−1), xkk, x1k] be the allocation vector of cycle C.
Also let Ṽ C = [ṽ11, ṽ21, ṽ22, . . . , ṽk(k−1), ṽkk, ṽ1k] be the vector representing the scaled values of
the agents for the items assigned to them in C, defined as,

ṽij =


vij if i = 1

vij

(
v(i−1)(i−1)

vi(i−1)

)
otherwise.

In Ṽ C the valuations of the agents are scaled in a way so that agents sharing an item in C have the
same value for that item (except for item k). Without loss of generality we assume ṽ1k ≤ ṽkk. Let
UC = [u11, u21, u22, . . . , uk(k−1), ukk, u1k] be the utility vector of C where uij = ṽijxij . Let δ be
the minimum of smallest positive uij, i ̸= j (even indexes of UC) and smallest |uii|, uii < 0 (odd
indexes of UC). Define

u′
ij :=

uij − δ if i ̸= j

uij + δ otherwise.

Then the desired x′ is defined as,

x′
ij :=

u′
ij/ṽij if i, j ∈ C

xij otherwise.

By choice of δ, at least one x′
ij with xij > 0 will be 0 and no new edge is added to the allocation

graph so the cycle C is removed. We need to show that the new x′
ij’s present a feasible allocation.

By choice of δ, we can see that u′
ij ≥ 0 when j is a good for agents sharing it in C, u′

ij ≤ 0
otherwise. For all agents ai in C, ui(i−1) + uii = u′

i(i−1) + u′
ii (by setting 1 − 1 = k for agent a1)

so each agent will get the same utility before removing the cycle. Also, we have uii + ui(i+1) =
u′

ii +u′
i(i+1) and since for all items Oi, i ∈ [k−1], ṽii = ṽi(i+1) we have xii +xi(i+1) = x′

ii +x′
i(i+1).

For item k we have,

u′
kk = ukk + δ =⇒ x′

kk = xkk + δ

ṽkk

u′
1k = u1k − δ =⇒ x′

1k = x1k −
δ

ṽ1k

=⇒ x′
kk + x′

1k ≤ xkk + x1k .
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The last inequality hold because ṽ1k ≤ ṽkk. Therefore, all agents receive the same utility in the
new allocation. But there may be an extra amount of good k available; we assign it to the agent
who has the highest share of good k.

If all items in C are chores, we define Ṽ and U similarly as for the previous case. Without
loss of generality, we assume ṽ1k ≤ ṽkk and we choose δ to be the smallest |uii|, uii < 0 (odd
indexes of UC). With the same analysis we get uii + ui(i+1) = u′

ii + u′
i(i+1) for all agents i,

xii + xi(i+1) = x′
ii + x′

i(i+1) for items i ̸= k and x′
kk + x′

1k ≥ xkk + x1k. Therefore, agents get the
same utility with an extra amount of chore k assigned to some agent. We improve the utility of the
agent who gets this share of chore k by reducing her share from chore k by making,

∑
i∈N xik = 1.

We repeat this process for every cycle, removing at least one edge with every removal. Hence,
in polynomial time, we get an acyclic allocation graph. QED.

The next lemma follows since an undirected, acyclic graph forms a tree.

Lemma 4.2.4. The number of shared items in any acyclic allocation graph is at most n− 1.

Proof. Suppose there are k shared goods. Consider the subgraph of the allocation graph with the
n + k nodes corresponding to all the buyers and only the shared goods. As this graph is acyclic,
there are at most n + k − 1 edges. Further, each item is shared, meaning there are at least two
edges incident to each node representing a good. Thus, there are at least 2k edges. The inequality
n+k−1 ≥ 2k is satisfied only when k ≤ n−1, hence there are at most n−1 shared goods. QED.

Next we describe the notion of envy graph from [106], a directed graph corresponding to any
allocation, that will be used to round the LP solutions.
Envy Graph and Cycle Elimination. Given a set of agents N and an integral allocation A of a
set of items among them, each node in the graph corresponds to an agent inN . There is a directed
edge (i → k) corresponding to agents i and k if agent i values agent k’s allocation more than her
own. It is shown in [106] that the allocation can be modified so that its corresponding envy graph is
acyclic, and no agent’s valuation decreases. This is done by giving each agent in a cycle the bundle
of her successor. The graph is updated and the process repeated until all cycles are eliminated.
This process can be done efficiently, as shown in [106].

Claim 4.2.3. In an allocation ofM among n agents, every sink agent i corresponding to an acyclic

envy graph has value at least 1 for her own bundle if vi(M) > 0, and at least −1 otherwise.

Rounding the LP. Using Lemmas 4.2.3 and 4.2.4, we first modify the allocation graph of the LP
solution so that it is a forest graph with at most n−1 shared items. Let S be the set of all the shared
items, S−ϵ the set of all the shared chores whose absolute value is more than ϵ|µ̃i|/(2n) for at least
one agent, that is, S−ϵ := {j ∈ S | ∃i ∈ N , |vij| > ϵ|µ̃i|/(2n)}, and S+ := S \S−ϵ. Allocate each
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item j in S+ to any agent i in argmaxi vij . Then consider the envy graph corresponding to this
allocation ofM\S−ϵ, and modify the allocation by eliminating all the cycles in the envy graph.
Allocate all the items in S−ϵ to a sink agent in the acyclic envy graph, and denoted it as it.

The following claim will be useful in proving the final allocation of the algorithm is γ-PO.

Claim 4.2.4. If S−ϵ ̸= ∅ then there exists an i ∈ N such that vi(M) > 0.

Proof. Every agent with v(M) < 0 has µ ≤ −1, from Lemma 4.2.1. The value of any chore in
SMALL for any such agent is at most ϵ/2n ≤ ϵ|µ|/2n ≤ ϵ|µ̃|/2n, as from Claim 4.2.1, |µ̃| ≥ |µ|. Hence,
if S−ϵ ̸= ∅, then the agent who values any item in S−ϵ more than ϵµ̃/(2n) has v(M) > 0. QED.

Finally, we show the maximum loss in value of each agent in the rounding process, which will
be used to ensure that the algorithm returns an (α− ϵ)+-MMS allocation.

Lemma 4.2.5. In the rounding process, it loses at most ϵ/2 value and every other agent i loses at

most ϵ|µ̃i|/2 value.

Proof. Every agent except it, in the worst case, loses all her shared goods and gains all her shared
chores in S+, and has no shared chores in S−ϵ, as she only gains from the rounding of items in S−ϵ.
Her maximum loss from the items in S+ is at most (n−1)·ϵµ̃/(2n) ≤ ϵµ̃/2, as |S+| ≤ |S| ≤ n−1,

from Lemma 4.2.4. For agent it, her loss from S in the worst case is at most (n− 1) · ϵ/(2n) ≤ ϵ,

as each item in S has absolute value at most ϵ/(2n) for her. QED.

4.2.3 PTAS for α-MMS+PO

Algorithm 4 combines the ideas in the previous sections and finds an (α− ϵ)+-MMS allocation if
an α-MMS allocation exists, else returns an empty allocation to indicate that no α-MMS allocation
exists. The algorithm works as follows. First, it finds the approximate MMS values of all agents
using the algorithms from Section 4.4 and Electronic Companion Section 4.5, and classifies all
items as BIG or SMALL. Then among all allocations of BIG items where the corresponding LP has
a solution, if any, it finds the combined allocation of BIG and SMALL, called A, with the highest
social welfare where SMALL may be fractionally allocated.

From constraint 4.6 of the LP, A is α-MMS, and as shown in Lemma 4.2.6, its rounded allo-
cation, denoted as Ar, is (α− ϵ)+-MMS. To ensure Ar is also γ-PO, for technical reasons we
require the sum of absolute values of all agents to be at least α whenever there is at least one agent
with vi(M) > 0. If Ar does not satisfy this condition, Algorithm 4 ensures a stronger guarantee,
namely at least one agent values her own bundle at least 1, by modifying Ar as follows. Let N+

be the set of agents with vi(M) > 0. Note that, for an i ∈ N+, vi(M) = n but vi(Ar
i ) < α,

and hence there exists an agent k ̸= i such that i values k’s bundle more than 1. We consider two
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cases based on if k is in N+ or not. If k /∈ N+, then k’s MMS value is negative, thus even if
we re-allocate her bundle to i and give k nothing (lines 18-19), her (α− ϵ)+-MMS guarantee is
maintained. If no such (i, k) pair is found, then we go to the other case, where k has to be given
something. For this (lines 21-22), we construct a graph on N+ where there is an edge from i to
k if vi(Ar

i ) < α and vi(Ar
k) ≥ 1. This graph has to have a cycle (See proof of Claim 4.2.6), and

swapping bundles along the cycle gives value more than 1 to every agent along the cycle.
We will prove the correctness of the algorithm in the remaining section. In what follows, we

denote by A = [A1 · · · ,An] and Ar = [Ar
1 · · · ,Ar

n] respectively the fractional allocation that
is rounded after Line 12 and its rounded allocation. First we show that the algorithm returns an
(α− ϵ)+-MMS allocation if an α-MMS allocation exists.

Lemma 4.2.6. If the LP has a solution for any partition of BIG, then Ar is an (α− ϵ)+-MMS
allocation.

Proof. First, we argue for the allocation obtained after the rounding step on Line 14. Consider
agent it. Since it corresponds to a sink node in the envy graph, from Claim 4.2.3 and Lemmas
4.2.5 and 4.2.1, her value for her bundle in Ar is at least 1 − ϵ/2 ≥ 1 − ϵ ≥ (α − ϵ)µit if
µ̃it ≥ 0, and −1 − ϵ/2 ≥ −1 − ϵ ≥ (1 + ϵ)µi1 ≥ 1

(α−ϵ)µi1 otherwise. Next, every agent i

except it, according to constraint (4.6) of the LP, receives a bundle of value at least ci from SMALL
in the fractional allocation of SMALL corresponding to A. Thus, for all i ̸= it, their value for
their bundle in Ar is at least vi(Bi) + ci − nϵ · |µ̃i|/(2n) ≥ min{(1/α)µ̃i, αµ̃i} − ϵ · |µ̃i|/2, from
Lemma 4.2.5 and by definition of ci. Combined with Claim 4.2.1, when µ̃i ≥ 0, this is at least
(α−ϵ/2)µ̃i ≥ (α−ϵ/2)(1−ϵ/2)µi ≥ (α−ϵ)µi. When µ̃i < 0, this value is at least 1

α
µ̃i+ϵµ̃i/2. As

( 1
α

+ϵ/2) ≤ 1
(α−ϵ/2) , and µ̃i < 0, along with Claim 4.2.1, ( 1

α
+ϵ/2)µ̃i ≥ 1

(α−ϵ/2)(1−ϵ/2)µi ≥ 1
(α−ϵ)µi.

Any further modifications of the allocation can occur when (a) there is a pair of agents i, k with
vi(Ar

k) > 1 and vk(M) < 0, or when (b) there is a cycle of agents with value at most α for their
own bundle and value at least 1 for the next. The only agents whose value decreases in these steps
are those with vk(M) < 0, who after the swap receive no item. As vk(M) < 0, then µk < 0,

hence they receive at least µk ≥ 1
(α−ϵ)µk valued bundle. As no other agents lose, they still retain

an (α− ϵ)+-MMS bundle. QED.

Note that, the steps after rounding maintains the MMS guarantee. Since by construction, the
LP has to be feasible whenever BIG items are allocated as per an α-MMS allocation, we get as a
corollary,

Corollary 4.2.1. If an α-MMS allocation exists, Algorithm 4 returns an (α− ϵ)+-MMS allocation.

Proof. If an α-MMS allocation exists, then for the partition of BIG corresponding to this allocation,
say Bπ = [B1 · · · , Bn], there is an integral allocation of SMALL where every agent i gets value
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Algorithm 4: (α− ϵ)+-MMS + γ-PO allocation of mixed items to non-identical agents
Input : Instance (N ,M, (vi)i∈N ), α ∈ (ϵ, 1], γ > 0 and ϵ > 0
Output: (α− ϵ)+-MMS + γ-PO allocation or report α-MMS allocation does not exist

1 ϵ← min{ϵ, γα
(1+γ)}, f lag ← false

2 For all i ∈ N , Ar
i ← ∅ // initialize Ar as the empty allocation

3 A ← lowest social welfare allocation, i.e., give every item j to agent i with smallest vij

4 For all i, MMSi ← (1− ϵ
2)-MMSi value of agent i // use Algorithm from

Section 4.4
5 Define BIG and SMALL according to Definition 4.2.1
6 for all allocations Bπ = [B1, B2 . . . , Bn] of BIG do
7 Solve the LP (Equations (4.5)-(4.9)) for allocating SMALL items
8 if LP has a solution then
9 flag ← true

10 Aπ ← Allocation of SMALL in optimal LP combined with Bπ

11 A ← Allocation from (A, Aπ) with higher welfare, i.e.,
∑

i vi(Ai)

12 if flag = true then
13 Make allocation graph of A acyclic using Lemma 4.2.3
14 Round off A and obtain Ar by applying the rounding method from Section 4.2.2
15 if

∑
i |vi(Ar

i )| < α, and ∃i : vi(M) > 0 // technical steps to get γ-PO
16 then
17 N+ ← set of agents i with vi(M) > 0
18 if ∃i ∈ N+, k /∈ N+ : vi(Ar

k) ≥ 1 then
19 modify Ar by giving Ar

k to i, and giving k nothing // note: k has
negative MMS

20 else
21 Construct the following directed graph G(V, E). V = N+, directed edge

(i→ k) ∈ E if vi(Ar
i ) < α and vi(Ar

k) ≥ 1 // G has a cycle as
for all i ∈ V : vi(Ar

i ) < α ≤ 1
22 Swap bundles along any 1 cycle in G by giving every agent her successor’s

bundle

23 return Ar

71



α · µ̃i − vi(Bi) ≥ ci from SMALL. Thus, the LP will have a (fractional) solution. From Lemma
4.2.6, the resulting allocation obtained by rounding the LP solution is (α− ϵ)+-MMS. QED.

Finally, we show the approximate Pareto optimality of the (α− ϵ)+-MMS allocation returned.
This is the more involved part. For this, we use the notion of social welfare of any allocation,
defined as the sum of values of all agents. Formally, for an allocation A = [A1 · · · , An] among n

agents, define its social welfare as w(A) = ∑
i vi(Ai).

Lemma 4.2.7. If an α-MMS allocation exists, then A has the highest welfare among all the

α-MMS allocations ofM among N obtained by allowing SMALL to be fractionally allotted.

Proof. Let SB ⊆ Πn(BIG) be the set of all partitions of BIG corresponding to which there is
a fractional α-MMS allocation, or in other words, for which the LP has a solution. For every
partition Bπ in SB, the objective function of the LP ensures that the allocation of SMALL returned
by the algorithm has the highest social welfare among all allocations that satisfy the LP constraints.
Hence, among all α-MMS allocations where the partition of BIG is Bπ, the allocation returned,
say Aπ, has the highest social welfare. Formally, let SA,Bπ be the set of all α-MMS allocations
corresponding to the partition Bπ. Then Aπ ∈ argmaxA∈SA,Bπ

∑
i w(A).

Let the set of allocations Aπ, one corresponding to each partition Bπ ∈ SB, be SA. From Line 11
of the algorithm,A has the highest social welfare among all. Formally,A is in argmaxA∈SA{w(A)}.
Combining with the above characterization of the allocations in SA, we have,

A ∈ max
Bπ∈SB

argmax
A∈SA,Bπ

{w(A)} ,

thus proving the lemma. QED.

Next, we prove two key properties (Lemmas 4.2.8 and 4.2.9) of any integral allocation that
γ-Pareto dominates Ar. Suppose A∗ is such an allocation.

Lemma 4.2.8. A∗ is an integral α-MMS allocation.

Proof. We will use the following relation between ϵ, α and γ. We have,

ϵ ≤ γα

(1 + α) ⇒ ϵ ≤ γ(α− ϵ)⇒ γ ≥ ϵ

(α− ϵ) ⇒ (1 + γ) ≥ α

(α− ϵ) . (4.10)

We know that Ar is an (α− ϵ)+-MMS allocation. Hence, agents i with µi ≥ 0 get a bundle of
value at least (α−ϵ)µi ≥ 0 inAr, hence get a bundle of value at least (1+γ)(α−ϵ)µi inA∗. From
equation (4.10), this is at least αµi. Next, consider agents with µi < 0. If they receive a bundle of
positive value in Ar, then they also receive a positive valued, hence a bundle of value more than
µi ≥ 1

α
µi, inA∗. And if they get a negative valued bundle of value at least 1

(α−ϵ)µi inAr, then they
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get a bundle of value at least 1
(1+γ)(α−ϵ)µi, which from equation (4.10) and the fact that µi < 0, is

at least 1
α
µi. Hence, A∗ is an integral α-MMS allocation. QED.

The next property of A∗ is that it will have higher social welfare than (fractional allocation) A.

To prove this, we first prove two technical claims.

Claim 4.2.5. w(Ar) ≥ w(A)− ϵ if S−ϵ ̸= ∅, else w(Ar) ≥ w(A).

Proof. We consider each step in Algorithm 4 that changes the allocation from A to Ar, and see
how it changes the social welfare. The first step is making the allocation graph of A acyclic. Here
every agent’s value, hence the social welfare also remains the same. The next step is the rounding
process. Here, first the items in S+ are allotted to the agents with the highest value for them,
hence the sum of values of the items from S+ in Ar is at least as much as that in A. As no other
item’s allocation changes, the social welfare from them remains the same. Hence this part only
improves the social welfare. Then the envy graph cycle elimination only improves the value of
every agent, hence does not reduce the social welfare. At this point, w(Ar) ≥ w(A). If S−ϵ = ∅,
the rounding process ends, hence this inequality holds, otherwise from Lemma 4.2.5, allocating
the items from S−ϵ reduces the sink agent’s value, hence the social welfare, by at most ϵ, giving
w(Ar) ≥ w(A)−ϵ. Now we show the next part of the algorithm does not reduce the social welfare
of Ar, hence these relations remain true, thus proving the claim.

First consider the if statement on Line 18. For agents i, k when k’s bundle is given to i, only the
allocation of items inAr

k changes and the allocation ofM\Ar
k remains the same. Now vk(Ar

k) < α

and vi(Ar
k) > 1, otherwise this step would not be executed. Hence the social welfare changes by

vi(Ar
k) − vk(Ar

k) > 1 − α ≥ 0. Finally, suppose some bundles are swapped along some cycle
by executing Line 22. Every agent had value at most α for their bundle, and received a bundle of
value at least 1. Thus, the value of every agent in the cycle changes by at least 1−α > 0, and every
other agent’s bundle, hence its value, remains the same. Thus, the social welfare does not decrease
in this step as well. QED.

Claim 4.2.6. If there is an agent i with vi(M) > 0, then there exists some agent i′ with vi′(Ar
i′) ≥

α.

Proof. If the claim is true for the allocation obtained after rounding A, then this is the allocation
returned, hence we are done. Otherwise, the if condition of Line 15 is executed. If the condition
of Line 15 is true, then as the allocation before this line was (α− ϵ)+-MMS, vi(Ar

i ) ≥ 0, and after
obtaining k’s bundle, vi(Ar

i ∪ Ar
k) ≥ 0 + 1 = 1.

Otherwise, for every agent i inN+ we have v(M) = n, thus there is at least one agent k ∈ N+

such that vi(Ar
k) ≥ 1. The graph G(V, E) has an edge i→ k in this case. As

∑
i |vi(Ar

i )| < α, for
every i we have vi(Ar

i ) < α ≤ 1. Thus for every edge i ̸= k. Hence, G has at least one cycle. After
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swapping along a cycle, all agents along the cycle receive the bundle of their successor, hence have
value at least 1 for their own bundle. Thus, the final allocation has some agent with value at least
1 ≥ α for her bundle. QED.

Lemma 4.2.9. A∗ has higher social welfare than A.

Proof. For cleaner exposition, we will denote vi(Ai) by vi(A) for any allocation A.

By definition of a γ-Pareto dominating allocation, the social welfare of allocation A∗ is,

w(A∗) > (1 + γ) ·
∑

i:vi(Ar)≥0
vi(Ar) + 1

1 + γ
·

∑
i:vi(Ar)<0

vi(Ar)

=
∑

i

vi(Ar) + γ ·
∑

i:vi(Ar)≥0
vi(Ar)− γ

(1 + γ) ·
∑

i:vi(Ar)<0
vi(Ar)

= w(Ar) + γ ·
∑

i:vi(Ar)≥0
vi(Ar) + γ

(1 + γ) ·
∑

i:vi(Ar)<0
|vi(Ar)|.

(4.11)

Let 1S−ϵ be an indicator variable for whether S−ϵ is non-empty. Substituting the relation between
w(A) and w(Ar) from Claim 4.2.5 in equation (4.11) we get, w(A∗) > w(A) − ϵ · 1S−ϵ + γ ·∑

i:vi(Ar)≥0 vi(Ar) + γ
(1+γ) ·

∑
i:vi(Ar)<0 |vi(Ar)|. Hence, to prove the lemma, it suffices to show,

γ ·
∑

i:vi(Ar)≥0
vi(Ar) + γ

(1 + γ) ·
∑

i:vi(Ar)<0
|vi(Ar)| − ϵ · 1S−ϵ ≥ 0. (4.12)

If S−ϵ = ∅, we are done, as all values on the left hand side in the above equation, say L, are
non-negative. Hence, we now prove the equation when S−ϵ ̸= ∅, that is, 1S−ϵ = 1.

We know ϵ ≤ γα
(1+γ) , and as γ ≥ 0, γ ≥ γ

1+γ
. Substituting these relations in L, we have,

L ≥ γ

1 + γ
·

∑
i:vi(Ar)≥0

vi(Ar)+ γ

(1 + γ) ·
∑

i:vi(Ar)<0
|vi(Ar)|− γα

(1 + γ) = γ

1 + γ

(∑
i

|vi(Ar)| − α

)
.

But as S−ϵ ̸= ∅, from Claim 4.2.4, there is some agent i with vi(M) > 0. Then from Claim 4.2.6,
vi′(Ar) ≥ α for at least one agent i′. Hence, γ

1+γ
(∑i |vi(Ar)| − α) ≥ 0, thus proving equation

(4.12), hence the lemma. QED.

Corollary 4.2.2. If an α-MMS allocation exists, Algorithm 4 returns a γ-PO allocation.

Proof. For contradiction, suppose Ar is not γ-PO. Then there is another allocation, say A∗, that
γ-Pareto dominates Ar. From Lemmas 4.2.8 and 4.2.9, A∗ is an integral α-MMS allocation with
higher social welfare than A. From Lemma 4.2.7, this is a contradiction. QED.

Using Corollaries 4.2.1 and 4.2.2, the next theorem obtains the main result.
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Theorem 4.2.3. Given an instance (N ,M, (vi)i∈N ) and constants α, ϵ, γ > 0, that is, an instance

of the α-MMS + PO problem, Algorithm 4 returns an (α− ϵ)+-MMS + γ-PO allocation if an

α-MMS allocation exists, else reports it does not exist, in time O(2O((n3 log n)/ min{ϵ2,γ2/2})m3) where

n = |N | is a constant. Thus, it is a PTAS.

Proof. From Corollaries 4.2.1 and 4.2.2 the correctness of Algorithm 4 follows. Next we analyze
the running time.

The time to compute the approximate MMS values is O(n · 2(n log n)/ϵ(21/ϵ2
n log m + m)), from

the proofs of Theorems 4.4.1 and 4.5.1. Since |BIG| ≤ O(n3/τϵ) by Lemma 4.2.2, the number of
iterations in the for loop enumerating all the allocations of the BIG items is O(2O((n3 log n)/ϵ)). Note
that we re-define ϵ as min{ϵ, αγ

(1+γ)} ≥ min{ϵ, γ2

2 } =: ζ, thus |BIG| ≤ O(n3/ζ). Each iteration
solves an LP of mn variables and O(mn) constraints, hence takes time some polynomial function
in (m, n) less than O((mn)3) [107]. Finding a cycle in the allocation graph requires time linear
in the number of edges, at most O(mn). Eliminating the cycle requires time O(mn), and deletes
at least one edge. Repeating the process until the graph is acyclic takes at most O(mn) iterations,
hence the making the allocation acyclic and rounding it steps take time at most O(m2n2). Hence
the total time for the algorithm in the worst case is,

O(n · 2n log n/ϵ(21/ϵ2
n log m + m)) + O(2O(n3 log n/ζ)m3n3 + m2n2) ≤ O(2O((n3 log n)/ min{ϵ2,ζ})m3),

= O(2O((n3 log n)/ min{ϵ2,γ2/2})m3) = O(m3),

as n, α, γ and ϵ are constant. QED.

4.2.4 PTAS for OPT-α-MMSPO

Our final goal is to solve OPT-α-MMS+PO problem, that is to find α-MMS+PO allocation for
the highest possible α. In this section we design a PTAS for this problem: given (N ,M, (vi)i∈N ),
and constants ϵ, γ > 0, we design a polynomial-time algorithm to find (α− ϵ)+-MMS + γ-PO
allocation for the highest possible α. For this we will use the PTAS for α-MMS + PO problem
described in the previous section.

Note that, for a given α, Algorithm 4 either returns (α− ϵ)+-MMS+γ-PO allocation, or returns
an empty allocation. And by Theorem 4.2.3, whenever it returns an empty allocation no α-MMS
allocation exists. Using this, we run a simple binary search to find the highest value of α ∈ [ϵ, 1]
(up to a polynomial precision) for which Algorithm 4 returns a non-empty allocation. If empty
allocation is returned for every α in our search, then we only need to ensure PO and therefore we
return the social welfare maximizing allocation obtained by giving every item to the agent who
values it the most.
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We stop when the range of α values under consideration is [c− δ, c+ δ] for δ = 1
2poly(m) for some

constant c, where m = |M|. Clearly the number of iterations the binary search will take to get
within such a range is at most poly(m). Each iteration runs Algorithm 4 once, and hence finishes
in O(m3) time (Theorem 4.2.3). Thus the overall running time of the algorithm is poly(m), and
the next theorem follows.

Theorem 4.2.4. Given an instance (N ,M, (vi)i∈N ) and constants ϵ, γ > 0, that is, an instance

of the OPT-α-MMS + PO problem, there is a PTAS that runs for (2O(1/ min{ϵ2,γ2})poly(m)) time

and returns an (α− ϵ)+-MMS + γ-PO allocation such that for any α′ > α + 1
2mc , no α′-MMS

allocation exists, where c > 0 is a constant.

This completes the discussion of the OPT-α-MMS + PO problem. Next, we describe a PTAS
for finding the MMS value of an agent for distributing a set of itemsM into n bundles according
to a valuation function v : M → R. We refer to this problem as the α-MMS problem with (n)
identical agents. Using Lemma 4.1.1 we can find the sign of the MMS value. Hence, we describe
two algorithms, one for each case when MMS ≥ 0 and otherwise. The following section discusses
the algorithm for the former case.

4.3 NON-EXISTENCE OF α-MMS ALLOCATIONS

In this section, we show an instance for which there is no α-MMS allocation for any α > 0.
Our instance is a modification of the instance in [53] that shows that an MMS allocation in a goods
only manna does not always exist. We take their exact instance, and add three chores toM, each
of absolute value equal to a small constant less than the agent’s MMS values. For completeness,
we discuss all details of the instance.

Let N = {1, 2, 3}, M+ = {(j, k) : j ∈ [3], k ∈ [4]}, M− = {(1), (2), (3)}, and M =
M+ ∪M− respectively be the set of agents, goods, chores, and all items. In order to define the
valuations of the agents for each of these items, we first define matrices O, E(1), E(2), and E(3) as
follows.

O =


17 25 12 1
2 22 3 28
11 0 21 23



E(1) =


3 −1 −1 −1
0 0 0 0
0 0 0 0

 E(2) =


3 −1 0 0
−1 0 0 0
−1 0 0 0

 E(3) =


3 0 −1 0
0 0 −1 0
0 0 0 −1

 .

The valuation of each agent i for each good (j, k) is, vi({(j, k)}) = 106 + 103 ·Ojk + E
(i)
jk , and

their value for each chore is −4054999.75.
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From [53], every agent can divide all the goods in this instance into three bundles of value
4055000 each. Adding one chore to each of these makes every bundle’s value 0.25. It can be
verified that the average value of all items is 0.25 for every agent. As MMS cannot be higher than
the average, the above allocation shows that every agent’s MMS value is 0.25. [53] also show that
there is no allocation of the goods were all agents get at least 4055000, and that the sum of any 3
goods is less than 4055000. As the values of goods are integers, every agent must get at least 4
goods for every chore in order to receive a positive valued bundle. If every agent is to get a positive
valued bundle, the agent receiving less than 4055000 from the goods must not receive any chore,
and must get at least one good. But then there are 3 chores and at most 11 goods remaining to
be allotted. Hence, at least one agent will receive a negative valued bundle. Therefore, there is
no allocation that can guarantee every agent a positive valued bundle, and the best α for which an
α-MMS allocation exists is at most zero.

4.4 FINDING MMS VALUES OF AGENTS WHEN MMS ≥ 0

In this section we prove Theorem 4.2.2 for the case when MMS ≥ 0, i.e., given an instance
(n,M, v), we describe an algorithm to find a (1 − ϵ)-MMS allocation for any constant ϵ > 0.
Using scale invariance (Lemma 4.1.3), here on we assume v(M) = n without loss of generality.
Due to Lemma 4.1.2, this implies MMS ≤ v(M)/n = 1.

The high level ideas used in the algorithm are as follows. First is a classification of all the items
into two sets, Big and Small, based their value (Section 4.4.1). Using this we prove that |Big| is
constant, which allows the enumeration of all allocations of Big, referred as partitions of Big to
avoid confusion with allocations ofM. Next in Section 4.4.2 we explain a short procedure which
allows us to characterize partitions of Big as valid or invalid. We show that there is at least one
valid partition corresponding to which there is an MMS allocation, hence all invalid partitions can
be discarded. Finally in Section 4.4.3, we describe a sub-routine called Bag-Fill, that greedily allo-
cates or ‘fills’ the items from Small upon partitions or ‘bags’ of Big that satisfy certain constraints
to obtain a (1 − ϵ)-MMS allocation. The main algorithm (Section 4.4.4) enumerates all partitions
of Big, discards the invalid partitions, and applies Bag-Fill if its constraints are satisfied. If the
constraints are not satisfied, we show that we can apply the PTAS for obtaining MMS allocations
with identical agents for a goods manna, and obtain a (1− ϵ)-MMS allocation.

We now discuss these key ideas formally followed by the algorithm in separate subsections.
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4.4.1 Big and Small items

Given an instance (n,M, v) and a constant ϵ > 0, let Big be the set of items inM which have
absolute value higher than ϵ

2 , i.e.,

Big = {j ∈M : |vj| ≥ ϵ
2}.

Let Big+ and Big− respectively be the sets of the goods and the chores in Big, i.e., Big+ = Big ∩
M+, and Big− = Big ∩M−. Let Small be the set of small items, i.e., M \ Big, and similarly
define the sets of goods (Small+) and chores (Small−) in Small.

We abuse notation slightly and call items in the set Big (or Small) as Big (resp. Small) items.

Lemma 4.4.1. |Big| = O(n/ϵ).

Proof. As v(M) = n, we have n = v(M+)− |v(M−)|. Then, as v(M+) ≥ (1 + τ)|v(M−)|,

n ≥ v(M+)− v(M+)
1 + τ

=⇒ v(M+) ≤ n(1 + τ)
τ

. (4.13)

Finally, by the definition of Big+ we have

|Big+| ≤ v(M+)
ϵ
2

≤ 2n(1 + τ)
ϵτ

.

Similarly, we have

n ≥ (1 + τ)|v(M−)| − |v(M−)| ⇒ |v(M−)| ≤ n/τ. (4.14)

Thus, the number of Big chores is bounded as |Big−| ≤ 2n
ϵτ

. Hence, |Big| = |Big+ ∪ Big−| =
O(ϵ). QED.

As n and ϵ are constant, Lemma 4.4.1 implies that all partitions of Big can be enumerated in
constant time.

4.4.2 Valid and Invalid partitions of Bigtems

Given an allocation Aπ = [A1 · · · , An] ofM, denote by Bπ = [B1 · · · , Bn] the allocation from
M\Small+. Classify the bundles of Aπ based on their value from Bπ into sets B1, B2, B3, and B4,

together called the B-sets, as follows.

B1 := {Ak ∈ Bπ : v(Bk) > 1} B2 := {Ak ∈ Bπ : 1− ϵ ≤ v(Bk) ≤ 1}
B3 := {Ak ∈ Bπ : 0 ≤ v(Bk) < 1− ϵ} B4 := {Ak ∈ Bπ : v(Bk) < 0}

(4.15)
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We will abuse notation to denote all items in the sets in any Bi, i.e. ∪Ak∈Bi
Ak, by Bi.

Given a partition of Big Bπ, we now explain a procedure using which we classify the partition
as valid or invalid. First classify the bundles of Bπ into four sets as per equation (4.15). Initially,
all Small items are unallocated. Then while B1 ̸= ∅ and Small− ̸= ∅, assign any item from Small−

to any agent that has a bundle from B1. Re-classify the bundles using equation (4.15) and remove
the assigned item from Small− after every assignment. This procedure ends when either B1 or
Small− becomes empty, or both. If in the end B1 ̸= ∅, and we also have (a) B4 ̸= ∅ and (b)
v(B3 ∪ B4 ∪ Small+) < (1− ϵ

2)(|B3|+ |B4|) then we call Bπ invalid. All partitions of Big that are
not invalid are called valid.

Lemma 4.4.2. There exists an MMS allocation where the Big items are allocated according to a

valid partition.

Proof. Let Aπ be an MMS allocation with the lowest value of |B1|+ |B4|, and let Bπ be its corre-
sponding partition of Big. Suppose Bπ is invalid. Then the agents with bundles from B3 or B4 can
only receive items from B3 ∪ B4 ∪ Small+ in Aπ. From Lemma 4.1.2 and the definition of invalid
partitions giving v(B3 ∪ B4 ∪ Small+) < (1− ϵ

2)(|B3|+ |B4|), we have µ < (1− ϵ
2).

As both B1,B4 ̸= ∅, consider any bundles B and B′ respectively from B1 and B4. Let v(B) =
(1 + x) and v(B′) = −y for some x, y > 0. In Aπ, B′ must be bundled with a set of items from
Small+, denoted as S+, of value at least y + µ. We form two new bundles A1 and A2 of at least
MMS value using B, B′ and S+ as follows. First merge B and B′ into one bundle (with value
1 + x− y). If 1 + x− y ≥ µ, call this bundle A1 and add all the remaining items from S+ to A2.
Each bundle thus has value at least µ. Otherwise, if 1 + x− y < µ, add items from S+ one by one,
each time to the bundle with the lower value before adding the item. Let A1 and A2 be the resulting
bundles after adding all items in S+. Without loss of generality, let v(A1) ≥ v(A2). As each item
in S+ has value at most ϵ

2 and is always added to the lower valued bundle, v(A1) − v(A2) ≤ ϵ
2 .

Thus,

v(A1) + v(A2) ≥ 1 + x− y + y + µ = 1 + x + µ and v(A1)− v(A2) ≤ ϵ
2

=⇒ v(A2) ≥ 1
2(1 + x + µ− ϵ

2) > 1
2(1 + µ− ϵ

2) > µ =⇒ v(A1) > µ.

No item from Big is assigned to A2. Thus, A2 /∈ B1 ∪ B4, and A1 and A2 combined with the
allocations of the remaining agents who did not get B or B′ in Aπ form an MMS allocation with a
smaller value of |B1|+ |B4| than Aπ, a contradiction. Thus, Bπ is valid. QED.
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4.4.3 Algorithm Bag-Fill

In this section we design the algorithm Bag-Fill (Algorithm 5) that generalizes algorithms in
[49, 50, 51] to the mixed setting. Bag-Fill (Algorithm 5) takes as input an MMS instance (n,M, v),
and a partition of the Big items ofM, denoted by Bπ = [B1, B2, . . . , Bn] such that they satisfy
one of the two condition sets (4.16) or (4.17). It outputs an allocation of items Aπ = [A1, . . . , An]
where v(Ai) ≥ 1− ϵ, for all i ∈ [n].

v(Small) +
n∑

k=1
v(Bk) ≥ n.

v(Bk) ≤ 1 ∀k ∈ [n].

|vj| < ϵ ∀j ∈ Small.

(4.16)

v(Small) +
n∑

k=1
v(Bk) ≥ n(1− ϵ

2).

v(Bk) ≤ 1− ϵ
2 ∀k ∈ [n].

|vj| < ϵ
2 ∀j ∈ Small.

(4.17)

Algorithm 5 works as follows. It has n − 1 rounds. Each round starts with a bundle (‘bag’)
from Bπ. If the bag is valued at least (1 − ϵ), then it is assigned to some agent. If not, we first
add all the unallocated Small chores to this bag. Then one by one we add the unallocated goods
from Small until it is valued at least (1 − ϵ), and assign to some agent. After all rounds are done,
in the last step, all remaining items from Small are added to the bag Bn. The next lemma proves
the correctness of the algorithm.

Algorithm 5: Bag-filling to find (1− ϵ)-MMS allocation of identical agents
Input : (n,M, v), Partition of Big ⊆M: Bπ = [B1, B2, . . . , Bn]. Input satisfies

Condition set (4.16) or (4.17)
Output: Aπ = {A1, . . . , An} such that v(Ai) ≥ 1− ϵ, ∀i ∈ [n].

1 Aπ ← ∅, Small←M\Big
2 for k ∈ {1, . . . , n− 1} do
3 while v(Bk) < 1− ϵ do
4 j ← argminj∈Small vj

5 Bk ← Bk ∪ {j}, Small← Small \ {j}
6 Aπ ← Aπ ∪ {Bk}
7 Bn ← Bn ∪ Small, Aπ ← Aπ ∪ {Bn}
8 return A

Lemma 4.4.3. If an MMS instance with identical agents satisfies condition set (4.16) or (4.17),
then Algorithm 5 gives a (1− ϵ)-Allocation.

Proof. By induction on k ∈ {0, 1, 2, · · · , n− 1}, we prove that the value of each assigned bundle
after k rounds is in [1− ϵ, 1] if the instance satisfies condition set (4.16), and in [1− ϵ, 1− ϵ/2] if
it satisfies condition set (4.17). The base case when k = 0 is trivial.
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First consider the case when condition set (4.16) is satisfied. Assume the value of all bundles
assigned to the first k − 1 agents are in this range. Now v(Bj) ≤ 1 for all j ∈ {k, .., n}. If
v(Bk) ≥ 1 − ϵ, we are done. If not, then while the value of Bk is less than 1 − ϵ, the value of
the unallocated items from Small is at least the value of all items minus that of all the allocated
bundles and unallocated bags of Big items. This can be bounded as,

v(M)−
∑
i<k

v(Ai)− v(Bk)−
∑
i>k

v(Bi) > n− (k − 1)− (1− ϵ)− (n− k) > ϵ.

Hence, there is at least one unallocated Small good. Before adding the last Small good to Ak, its
value was strictly less than 1 − ϵ. Adding the last item increases the value by at most ϵ. Hence,
the value of Ak is at most 1. Thus, v(Ak) ∈ [1− ϵ, 1], for all k ∈ [n− 1]. As the total value of all
items is at least n, and the total value of the n− 1 assigned bundles is at most n− 1, the last agent
also gets a bundle of value at least 1.

Now suppose the instance satisfies condition set (4.17). In every round, while this is not true,
the value of unallocated goods is at least ϵ/2. Thus, there is at least one Small good. Finally, after
assigning n− 1 bundles, the total value remaining is at least n(1− ϵ/2)− (n− 1)(1− ϵ/2), hence
the last bundle also has value at least (1− ϵ). QED.

4.4.4 The PTAS

We use the notions from the previous subsections and derive the PTAS, shown in Algorithm 6.
The PTAS works as follows. It first enumerates all the partitions of Big. For each partition Bπ, it
first classifies the bundles into the B-sets as per equation (4.15). If B1 is not empty, then add items
from Small− to any bag in B1, re-defining the sets and removing the assigned item from Small−

after each assignment. This process ends when either B1 = ∅ or Small− = ∅. In the first case,
condition set (4.16) of the Bag-Fill algorithm is satisfied, and we run Algorithm 5 (Line 8) and
return its output.

Otherwise when B1 ̸= ∅, if |B4| = 0, then reduce to the following goods manna α-MMS problem
instance (N ′,M′, v′). N ′ is the set of agents who received bundles from B3 or B4. M′ has (a)
Small+, with each item having the same value in v′ as in v, and (b) for each bundle B ∈ B3,

M′ has a new item b with value v′
b = v(B). Run the PTAS from [108] on (N ′,M′, v′) to find a

(1− ϵ)-MMS allocation ofM′ among the n′ = n− (|B1|+ |B2|) agents, and store its output in A.
For the final case when B1 ̸= ∅ and |B4| > 0, first check if the remaining unallocated goods

and agents in B3 ∪ B4 fulfill the condition set 4.17. If they do, apply the Bag-Fill and return the
(1 − ϵ)-MMS allocation. If not, then Bπ is invalid, hence discarded. After enumerating all the
partitions, the algorithm returns the best allocation from A.
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Algorithm 6: (1− ϵ)-MMS allocation for identical agents with MMS ≥ 0
Input : (n,M, v) such that v(M) = n, ϵ ∈ [0, 1]
Output: (1− ϵ)-MMS Allocation

1 A← ∅. Πn(Big)← all partitions of Big into n sets.
2 for Bπ ∈ Πn(Big) do
3 Define B-sets as per equation (4.15).
4 while B1 ̸= ∅ and Small− ̸= ∅ do
5 Remove any item j from Small− and assign to any agent with a B1 bundle
6 Re-define the B-sets for the new allocation

7 if B1 = ∅ then
8 Aπ ← Bag-Fill((N ,M, v), B-sets)
9 return Aπ

10 A1,2 ← allocation of all bundles from B1 and B2 to distinct agents
11 N ′ ← set of remaining agents,M′ ← ∪B∈B3∪B4B ∪ Small+, n′ = |N ′|
12 if B4 ̸= ∅ then
13 if v(M′) ≥ n′(1− ϵ

2) then
14 Aπ ← A1,2 ∪ Bag-Fill((N ′,M′, v),B − sets = B3 ∪ B4)
15 return Aπ

16 else
17 continue // Bπ is invalid

18 else
19 M′ ← Small+
20 for B ∈ B3 do
21 introduce a new good b with v(b) = v(B);M′ ←M′ ∪ {b}
22 Aπ ← A1,2 ∪ (1− ϵ)-MMS allocation for (N ′,M′, v′) using the algorithm in [108]
23 A← A ∪ {Aπ}

24 return argmaxAπ∈A minAi∈Aπ v(Ai)
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Let us now discuss the analysis of the PTAS. To prove correctness when B1 ̸= ∅ and B4 = ∅,
we first show in Lemma 4.4.4 a relation between the MMS values of the given instance and the
reduced goods manna instance. Let Aπ∗ be some MMS allocation, and Bπ∗ = {B∗

1 , B∗
2 , · · · , B∗

n}
be the allocation of Big items according to Aπ∗.

Lemma 4.4.4. If for Bπ∗, the subsequent allocation of Big ∪ Small− in Algorithm 6 has B4 = ∅,
then,

MMSn(M) ≤p MMSn−|B1|−|B2|(
⋃

B∈B3

B ∪ Small+) .

Proof. We form an allocation of ∪B∈B3B∪Small+ among n−|B1|− |B2| agents with the smallest
bundle’s value at least MMSn(M), thus proving the lemma. Consider the allocation of Small in
Aπ∗. Allocate the items from M′ = ∪B∈B3B ∪ Small+ among the set N ′ of agents who have
received bundles in B3, as they are allocated in Aπ∗. Call this allocation Aπ ′. Now the allocation
Aπ∗ may also have some Small chores assigned to agents in N ′, but no other goods. The lowest
valued bundle in Aπ ′ thus has value at least that of the lowest valued bundle in Aπ∗ (since no
SMALL chore is added to these bundles in Aπ ′). The MMS value of agents inN ′, when partitioning
M′ among them, is at least that of the lowest valued bundle of Aπ ′, hence is at least MMSn(M).

QED.

Next we state and prove the main theorem of this section.

Theorem 4.4.1. Given an instance (n,M, v) with MMS ≥ 0, Algorithm 6 returns a (1− ϵ)-MMS
allocation in O(m) time.

Proof. First we prove the correctness of the algorithm. Note that no valid partition is discarded,
as the procedure before deciding to discard a partition is exactly the procedure to determine if the
partition is invalid. Consider a valid partition Bπ∗ corresponding to an MMS allocation Aπ∗, and
its B-sets as per (4.15). From Lemma 4.4.2, such a partition exists. After executing the while
loop on Line 4, as every Small chore has absolute value at most ϵ/2, upon adding the last chore
before the value falls below 1, the value of every bundle to which a chore was added is still at least
1 − ϵ/2. After this, one of the cases based on which conditions from B1 = ∅ and B4 = ∅ are true
gets executed. In every case, there is some allocation generated, as the partition is valid.

If the Bag-Fill algorithm is called, then every agent gets a bundle of value 1− ϵ. As MMS ≤ 1,

the allocation returned is (1− ϵ)-MMS.

If the PTAS of [108] is called, then first, the agents receiving bundles from B1, B2, by definition
of these sets, have value at least 1− ϵ ≥ (1− ϵ)-MMS for their bundle. Also, as Bπ∗ corresponds
to an MMS allocation, the MMS value for allocating the remaining items among the remaining
agents, from Lemma 4.4.4, is at least the original MMS value. Hence, a (1− ϵ)-MMS allocation of
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the goods manna instance, combined with the allocations to the agents with the B1 and B2 bundles,
is (1− ϵ)-MMS.

As Bπ∗ is considered when enumerating all the Big item partitions, this allocation will be stored
in A. Hence, the allocation returned has value at least (1− ϵ)-MMS for the smallest valued bundle.

For running time, note that every iteration of the for loop first allocates all Small chores, then
either runs a bag-filling algorithm which takes O(m) time, discards the iteration, or runs the
PTAS of [108] which takes O(2Õ(1/ϵ)n log m) = o(2(1/ϵ2)n log m) time. In the worst case, ev-
ery iteration takes O(m + O(21/ϵ2

n log m)) time. The for loop runs for n|BIG| iterations, which
from Lemma 4.4.1 is O(nn/τϵ) = 2O(n log n/τϵ). Hence, the total run time of the algorithm is
O(2n log n/τϵ(21/ϵ2

n log m + m)) = O(m) time. QED.

4.5 COMPUTING MMS WHEN MMS < 0

In this section we introduce the algorithm that finds a (1− ϵ)-MMS allocation of an agent with
MMS < 0 for an instance (n,M, v) and a constant ϵ > 0, or equivalently, a (1−ϵ)-MMS allocation
of (N ,M, (vi)i∈N ) when there are identical agents with valuation function v (Algorithm 7). From
Lemmas 4.1.2 and the normalization v(M) = −n, we have MMS ≤ −1.

From Definition 4.1.1, a (1 − ϵ)-MMS allocation gives each agent a bundle with value at least
(1/(1 − ϵ))MMS. Let σ := 1

1−ϵ
− 1. Algorithm 7 obtains an allocation where each agent gets a

bundle of value at least (1 + σ)MMS = (1/(1 − ϵ))MMS. The high level idea of the algorithm is
as follows. First we scale the valuations so that v(M) = −n, and classify items as Big or Small.
Then similarly as in Algorithm 6, we enumerate all partitions of Big. While there are unallocated
Small goods, we add them one by one to the bundle with the least value. Once all the Small goods
are exhausted, we iteratively add Small chores to the bundle with the highest value.

Theorem 4.5.1. Algorithm 7 gives a (1− ϵ)-MMS allocation when MMS < 0 in O(m) time.

Proof. We first prove a helpful lower bound on the value of all Small goods. Let Bπ∗ be a partition
of the Big items corresponding to an MMS allocation. There are enough Small goods to add to
each part in Bπ∗ so that every part has at least MMS value. Specifically, for the set S = {B ∈
Bπ∗ : v(B) < MMS} we have,

v(Small+) ≥ MMS · |S| − v(Bπ∗) (4.18)

Now, let Aπ = {A1, . . . , An} be the output of Algorithm 7. Suppose for contradiction there exists
some Ai ∈ A such that v(Ai) < ( 1

1−ϵ
)MMS = (1+σ)MMS. Consider each Ak ⊇ Bk with Bk ∈ S.

Note that the algorithm adds Small goods to the bundle with the least value. Because of Ai, before
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Algorithm 7: (1− ϵ)-MMS Allocation for identical agents with MMS < 0
Input : (n,M, v), a constant ϵ
Output: (1− ϵ)-MMS Allocation

1 Normalize the valuations so that v(M) = −n.
2 σ ← 1

1−ϵ
− 1, A← ∅

3 Big := {j ∈ X : |vj| ≥ σ}, Small :=M\Big,
Small+ = Small ∩M+, Small− = Small ∩M−

4 for B ∈ Πn(Big) do
5 while Small+ ̸= ∅ do
6 add any Small good to a bundle with the lowest value

7 while X ̸= ∅ do
8 add any Small chore to a bundle with the highest value

9 store the allocation to a set A
10 return argmaxA∈A minAi∈A v(Ai) // return allocation with highest

maximin value

adding the last Small good to any bundle, its value is less than (1 + σ)MMS. The last good added
has value at most σ. Therefore, all the Aks have value at most MMS. From, (4.18) and the fact that
the algorithm adds goods to the least valued bundle, we have,

v(Small+ \ (
⋃

k∈[n]
Ak)) ≥

∑
B∈S

MMS− v(B) + σ = σ, (4.19)

which is a contradiction.
Now we prove that after adding the Small chores the value of all the bundles is at least (1 +

σ)MMS. This is true because while there exists an unallocated chore, the value of the highest
valued bundle is greater than −1, because v(M) = −n. Adding a chore to such bundle will
decrease the value by at most σ. Therefore, the value of such bundle is at least −(1 + σ) ≥
(1 + σ)MMS. By definition of σ, (1 + σ) = 1/(1− ϵ).

Finally, |BIG| = O(n/σ) = O(n/ϵ), from the definition of BIG and σ. As every iteration corre-
sponding to a partition of BIG takes O(m) time, Algorithm 7 runs for O(m · 2O(n log n/ϵ)) = O(m)
time. QED.

4.6 HARDNESS OF APPROXIMATION

The α-MMS + PO problem makes two assumptions. First, the number of agents is assumed to
be a constant. Second, the sum of absolute values of all the items for every agent is assumed to be
at least τ times the minimum of this sum for the goods and the chores, for some constant τ > 0.
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In this section we show that relaxing either of these two assumptions makes the α-MMS problem
NP-hard for any α ∈ (0, 1], even when agents are identical.

When agents are identical, the allocation that decides the MMS value of the agents is also an
MMS allocation for the instance. Thus, for α = 1, the GENERAL α-MMS problem should return
an MMS allocation. Furthermore, given v(M) > 0, we are guaranteed to have MMS ≥ 0 due to
Lemma 4.1.1. However next we show that when either assumption of problem α-MMS is dropped,
deciding if the inequality is indeed strict is NP-hard.

We separate Theorem 4.2.1 as two NP-hardness results in Theorems 4.6.1 and 4.6.2. To prove
both, we reduce from the known NP-hard PARTITION problem.
PARTITION Problem. Given a set of non-negative integers E = {e1, . . . , em}, output YES if
there exists a division of the elements into two sets of equal weight, otherwise output NO.

Theorem 4.6.1. Given an instance (n,M, v) with constantly many (two) identical agents and

v(M) > 0, checking if MMS > 0 is NP-hard.

Proof. We reduce an instance of PARTITION to an MMS instance (n,M, v) with two identical
agents. Let N = {1, 2}. M = [m + 2], where the first m items are goods and the last two are
chores. The valuation function v is defined as follows, where β = 1/4.

vj =

ek, ∀ j ∈ [m]

−(∑k ek/2) + β, j ∈ {m + 1, m + 2}.

That is, the goods correspond to PARTITION elements, and have the same value as the weight of
the element, and the chores are β more than the negated weight of each set in an equal distribution
of the elements. Note that, (a) the trivial partition where all items are in the same bundle has the
smaller bundle valued zero, and (b) the average of values of all items is β, and MMS cannot be
higher than the average (Lemma 4.1.2). Hence, 0 ≤ MMS ≤ β.

We prove the correctness of the reduction in the following two claims.

Claim 4.6.1. PARTITION has a solution⇒ MMS ≥ β.

Proof. Divide the goods into two bundles as per the PARTITION solution, and add one chore to
each set. This gives us two bundles of equal value β, implying that MMS ≥ β. QED.

Claim 4.6.2. MMS > 0⇒ PARTITION has a solution.

Proof. We prove the contrapositive by contradiction. Suppose PARTITION does not have a solu-
tion. but MMS > 0 for the instance (n,M, v). Let Aπ = (A1, A2) be the allocation achieving the
MMS value, and let u1 = v(A1) and u2 = v(A2). Then we have u1, u2 > 0.
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First we prove that both the chores cannot be in the same bundle. If they are, and if all goods
are not in this bundle, then the value of the bundle with chores is at most the sum of all except the
smallest good. This is (−∑k ek + 2β) + (∑k ek − mink ek) ≤ 1/2 − 1 < 0. If every good and
chore is in the same bundle, the value of the other bundle is 0. But as both u1, u2 are greater than
0, hence the chores are in separate bundles.

But then the value of the goods in each bundle is at least the total value minus the chore’s value,
i.e., for i = 1, 2, v(Ai ∩M+) = ui − (−1

2
∑

k∈[m] ek + β) ≥ MMS− β + 1
2
∑

k ek > 1
2
∑

k ek − β.
Since β = 1/4 while v(Ai∩M+) and 1

2
∑

k ek are integers, it follows that v(Ai∩M+) ≥ 1
2
∑

k ek.
Then partition (A1∩M+, A2∩M+) of E = (e1, . . . , em) is a solution of the PARTITION problem,
a contradiction. QED.

Claims 4.6.1 and 4.6.2 show that MMS > 0 ⇐⇒ there is a solution to PARTITION.
When agents are identical, they agree on every item if it is a good or a chore, and therefore
Mgc = ∅. Therefore, v+

i and v−
i as defined in Definition 4.1.2 are same as v(M+) and |v(M−)|

respectively. QED.

Theorem 4.6.2. Given a fixed constant τ > 0, even if an instance (n,M, v) with identical agents

satisfies |v(M)| ≥ τ ·min{v(M+), |v(M−)|}, checking if MMS > 0 is NP-hard.

Proof. Again, we give a reduction from PARTITION. Let E = {e1, e2, · · · , em} be the set of
elements given as input for PARTITION. Create an instance (n,M, v) as follows: N has n agents,
where n will be fixed later based on the value of τ . M = {1, 2, · · · , m + n} where the first
m + (n − 2) items are goods, and the last 2 are chores. The valuation function v is defined as
follows, where β = 1/4.

vj =


ej ∀j ∈ [m]

β for j ∈ {m + 1, ..., m + (n− 2)}

−∑k∈[m] ek/2 + β for j ∈ {m + n− 1, m + n}.

That is, the first m goods have values equal to the weights of the corresponding elements of
PARTITION. The remaining (n − 2) goods have value β each, and both the chores have value
−(∑i ei/2) + β. Fix n to satisfy |v(M)| ≥ τ ·min{v(M+), |v(M−)|}, or equivalently v(M+) ≥
(1 + τ)|v(M−)|, that is, ((n− 2)β +∑

i ei) ≥ (1 + τ)(∑i ei + 2β).
We again have 0 ≤ MMS ≤ β. The lower bound because v(M) > 0 and Lemma 4.1.1, and the

upper bound because the average v(M)/n is β and Lemma 4.1.2. The correctness is argued in the
next two claims.

Claim 4.6.3. PARTITION has a solution⇒ MMS ≥ β.
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Proof. Divide the first m goods as per the division of the elements of PARTITION into equal
valued sets, and add one chore to each bundle. From the remaining goods {m+1, ..., m+(n−2)}
give one each to the remaining (n − 2) bundles. The value of every bundle created is β. Hence,
MMS ≥ β. QED.

Claim 4.6.4. MMS > 0⇒ PARTITION has a solution.

Proof. We prove the contrapositive of the statement, by contradiction. Suppose PARTITION in-
stance E = e1, . . . , em does not have a solution, but MMS > 0 for (n,M, v).

Given that there are exactly two chores, at least (n−2) bundles have only goods and has to have
at least one good. Furthermore, since eis are positive integers and β = 1/4, each of these (n− 2)
bundles have value at least β. Now, β being the upper bound on the MMS value, wlog we can
assume that these (n − 2) bundles have exactly one good of the minimum value, namely β. This
exhaust the goods {m+1, . . . , m+(n−2)} with value β. Therefore, the two chores and all goods
corresponding to the PARTITION problem elements, and no other good, are in the remaining two
bundles. Let these be the first two bundles A1 and A2.

Now by the same argument as in the proof of Claim 4.6.2, we can show that both A1 and A2

have positive value only if each contains exactly one chore and the total value of goods in each,
namely v(Ai ∩ E) for i = 1, 2, is at least 1

2
∑

i∈[m] ei. Thus, (A1 ∩ E, A2 ∩ E) is a solution to the
PARTITION instance E, a contradiction. QED.

Claims 4.6.3 and 4.6.4 show that MMS > 0 for (n,M, v) ⇐⇒ there is a solution to PARTI-
TION. QED.

Theorems 4.6.1 and 4.6.2 show that even if we know that MMS ≥ 0 checking if it is strictly
positive is NP-hard. Since for α ∈ (0, 1], MMS > 0⇔ αMMS > 0, this essentially means, we can
not find an α-MMS allocation for any value of α ∈ (0, 1] if either of the two conditions in α-MMS
problem is dropped. The next theorem formalizes this.

Theorem 4.2.1. For any instance (n,M, v) with identical agents and v(M) > 0 such that exactly

one of the following two holds: (a) either n = 2 or (b) |v(M)| ≥ τ ·min{v(M+), |v(M−)|} for

a constant τ , finding an α-MMS allocation of (n,M, v) for any α ∈ (0, 1] is NP-hard.

Even though an instance with identical agents is guaranteed to have an allocation where every
agent gets at least the MMS value, i.e., 1-MMS allocation exists, Theorem 4.2.1 ruling out an
efficient algorithm for finding α-MMS allocation any α ∈ (0, 1] is very striking. In light of this
result, it is evident that even getting a PTAS, in other words finding (1 − ϵ)-MMS allocation, in
case of identical agents is non-trivial and important.

88



CHAPTER 5: MAXIMIN SHARE WITH OXS VALUATIONS

In this chapter, we initiate the study of computing MMS allocations in the setting where the
agents are assumed to have OXS valuation functions.

OXS functions have not been studied in the fair division literature, but hold particular impor-
tance in economic theory, for instance [104, 109, 110, 111, 112, 113]. Typically, in much of
economics and game theory, the valuations of agents are assumed to be beyond-additive, and have
a decreasing marginal returns property; this is essentially a complement-free-kind property, where
the value of a set of resources is less than the sum of the values of any subsets that cover this set.
[104] described a hierarchy of five valuation function classes that have this property. As is aptly
said in [114], ‘their work has set the tone for the study of valuation functions in Algorithmic Game
Theory’. Furthermore, OXS functions have a rich structure, and can be syntactically defined in
various ways: for instance, as depth 2 trees of ORs of XORs of additive functions [104], or using
bipartite matchings [114], or matrices [115]. We use the definition via bipartite matchings, which
intuitively is as follows. Every agent is associated with a weighted bipartite graph where all the
goods form one side or part of vertices. The value of a set of goods for the agent is the value of the
maximum weight matching in the graph induced by this set (see Figure 5.1 for an example).

The best known algorithmic and non-existence results for the MMS problem under OXS valu-
ations are due to the results for submodular and additive cases, namely PTAS to find 1/3-MMS
allocation due to submodular and non-existence of 39/40-MMS allocation due to additive. We
note that, even when the number of agents is two, no better than a 1/3-MMS algorithm is known.
Given the strong connection of OXS functions with bipartite matching, and the richness of the
mathematical structure this allows, it is natural to ask the following questions.

Q: For an efficient computation, can the barrier of 1/3 be broken for OXS functions?

Q: Can the 39/40 factor non-existence result be improved when valuations are beyond-additive?

Good 1

Good 2

R1

R2

R3

R4

2

10

15
10

40

30

Figure 5.1: Example of a graph representation of an OXS function over 2 goods. The edges not shown
have weight 0. The value of any set is the maximum weight matching value. v({1,2}) = 10 + 40 = 50,
v({1}) = 15, and v({2}) = 40.
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We note that a negative result for OXS would extend to its super classes as well. Similarly,
consider the task of computing the MMS value of any agent. This problem is equivalent to finding
a 1-MMS allocation when the agents are identical. But solving this problem, even approximately
up to any constant factor better than 1/3 remains open for valuations that are beyond additive. This
is in sharp contrast to the additive valuations where a PTAS is known [45], motivating the third
question,

Q: Does a PTAS exist for computing the MMS value for OXS valuations? If not, is there an

algorithm for a factor better than 1/3?

We analyze all the three questions in this chapter, and as a result provide efficient algorithms,
non-existence result, as well as hardness results, summarised below. In addition, we extend our
algorithm to provide additional guarantees of EF1, PO, and max social welfare in special cases.
This resolves existence of EF1 +PO allocation in this special case.

Results

Efficient algorithm. We show the existence of 1
3(1 + 2/3

(n−2/3))-MMS allocation, breaking the
barrier of 1/3 for the OXS valuations, and design a PTAS to compute one. As a corollary, it
ensures much better factors for small number of agents, e.g., 1/2 with 2 agents, 3/7 with 3 agents,
2/5 with 4 agents and so on. To break the barrier of 1/3 we uncover important properties of the
OXS functions (w.r.t. the MMS problem). Importantly, we show that, every agent can assign one
representative value to every good and as a result there is an ordering of the goods. Using this, we
analyze the round-robin procedure to obtain a factor better than 1/3. The challenge in the analysis
is to bound the loss in value when a good is matched to an agent, as O(n) goods get discarded due
to this matching, due to being connected to the same right side vertex as the matched good in the
OXS graph. These insights, together with a simple algorithm for beyond-additive valuations, may
be of independent interest to analyze other fairness notions for OXS and other special classes of
submodular functions, like gross-substitutes.
Non-existence of better than 2/3-MMS. We show a simple example with 2 agents and 4 goods
where an allocation strictly better than 2/3-MMS does not exist. This gives an improved non-
existence result for valuations that subsume OXS, namely gross-substitutes, Rado, and submodular

valuations, as the previous best known result was for the submodular functions [50], with a non-
existence of 3/4-MMS allocations.
Computing MMS value. We show that the problem of computing MMS values of agents with
OXS functions is strongly NP-hard, negating the possibility of a PTAS. To counter the impossi-
bility result, we show an efficient algorithm to compute the MMS value of an agent within a factor
of 1/2.
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EF1 +PO and EF1+MSW allocations with identical agents. A key subroutine of our algorithm
with identical agents resolves another popular fair and efficient notion, namely the EF1+PO allo-
cation. An allocation is called EF1 if every agent values their bundle more than any other agent’s
bundle upon removing some good from the other bundle. An allocation is called PO if there is no
other allocation where every agent receives a bundle of equal or higher value, and at least one agent
gets a strictly better bundle. Finding an EF1+PO allocation is a widely studied problem, with little
success (the end of this section has a brief overview), and the existence of such an allocation is
open, even with identical agents in the beyond-additive valuations setting.

We show such an allocation exists in the OXS valuations setting with identical agents. In fact,
we show the existence of an allocation that is not only PO but also has the maximum social welfare
(MSW), meaning the sum of values of all the bundles is maximized.

Challenges when showing MMS guarantees under OXS

Before discussing the details of our results, we discuss the key challenges that occur when trying
to prove MMS guarantees under the OXS valuations setting. In this section, we follow the notation
described in Section 5.1.

The first key challenge is to find an effective upper bound on the MMS values of an agent with
an OXS function. Finding the MMS value of an agent is an NP-hard problem. Hence, in several
works that prove α-MMS guarantees, first an upper bound on the MMS value is shown, that can
be efficiently computed. The analysis then shows that their algorithm assigns to every agent a set
valued at least a constant factor of this upper bound. Hence, for an upper bound to be effective, it
must be constant factor away from the actual MMS value in all instances.

With additive valuation functions, a natural upper bound is the proportional value of all goods,
that is, v(M)/n. With OXS valuations, the MMS value can be as high as v(M) (for instance when
there is a single right side vertex in the OXS graph, and every edge weight is the same) and as low
as v(M)/n (for instance in the special case of additive functions). Hence, the upper bound cannot
be in terms of v(M).

Another approach is to prove a bound as a function of the edge weights of the OXS function
graph. As the OXS value of any subset of goods corresponds to the weight of a matching, this
function must use at most one value associated with every good. The given OXS graph can have
multiple values associated with every good, which further could be very different from each other.
Hence, deciding which value to associate to a good is another critical challenge.

Another challenge is to bound the gain in value in each round of the round robin phase of the
algorithm. The value from a good depends on the value from the other goods allocated to the agent
in all other rounds. Further, assigning a good may result in the agent not being able to choose any
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future good, as no other good adds positive value to any matching. Hence, having an upper bound
on the loss due to the choice in each round is a challenge.

We get around these difficulties by observing some structural properties of the OXS graph cor-

responding to an MMS-defining allocation. This allows us to associate a single value to each good,
that simultaneously yields for any agent, (i) a ranking of all the goods, and (iii) an upper bound on
their MMS value. This ranking allows us to establish a bound on the minimum gain from the cur-
rent round and the maximum loss in future choices due to the current choice. Section 5.2 discusses
these insights in detail.

5.1 PRELIMINARIES

Notation. Let [k] denote the set {1, 2 · · · , k}.
We consider the problem of allocating a set M of m indivisible goods among a set N of n

agents in a fair manner, with the fairness notion of maximin share (MMS). Each agent i ∈ N has
a valuation function vi : 2M → R≥0 over subsets of the goods. Agents are called identical if their
vis are the same function; in this case, the valuation function is denoted by v.

We denote an instance of fair division problem by (N ,M, (vi)i∈N ) and one with identical agents
by (n,M, v). The valuation functions of the agents are assumed to be OXS functions, defined as
follows.
OXS functions and their succinct description. An OXS valuation function for a set M of m

goods is a monotone non-decreasing, non-negative set function v : S ⊆ [m] → R≥0 that is
succinctly represented by a complete weighted bipartite graph. One part of vertices of this graph,
termed the left part, has m vertices, and each of these vertices corresponds to a distinct good inM.
There is no constraint on the other or the right part of vertices, but we will shortly see that we can
assume there are polynomially many (in |M|) of these. Figure 5.1 shows such a representation of
an example OXS function over two goods.

We denote the graph corresponding to an OXS function v for a set of goodsM by Gv(M), or
simply by Gv when the setM is evident. We abuse notation slightly and refer to each vertex in the
left part of Gv and its corresponding good by g. Next, we represent the sub-graph of Gv(M) formed
by restricting the left part to those corresponding to the goods in S, that is by deleting the vertices
corresponding toM\S, by Gv(S). Let Mv(S) denote any matching, and M∗

v(S) a maximum weight

matching, of Gv(S). Finally we let (g, r) denote the edge connecting a vertex g in the left part and
r in the right part of Gv or its sub-graphs, and w(g, r) its edge weight.

Definition 5.1.1 (OXS function value). Given the graph Gv(M), the corresponding OXS func-

tion’s value v(S) for any subset of goods S ⊆ M is defined as the value of the matching M∗
v(S).
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That is,

v(S) = max
Mv(S)

∑
(g,r)∈Mv(S)

w(g, r) =
∑

(g,r)∈M∗
v (S)

w(g, r).

Consider the set of top m edges (by weight) that are incident on a good, g. Since there are a total
of m goods, we see that in no matching will a good be matched to an edge that does not belong
to this set. Therefore, one can assume without loss of generality, that any vertex in the left part
is adjacent to at most m edges. Consequently there are at most m2 edges and hence at most m2

vertices in the right part of any graph corresponding to an OXS function. We will assume hence
forth the following property, and prove it in the Appendix for completeness.

Lemma 5.1.1. The degree of any vertex in the left part of the graph corresponding to any OXS
valuation function is at most m, where m is the number of vertices in the left part. Consequently,

the number of vertices in the right part of such a graph are at most m2.

Proof. It suffices to show that by discarding all except the topmost m edges adjacent to any left
vertex g in a graph corresponding to some OXS function, we do not affect the value of any subset
S ⊆M that contains g.

The value of g in the set S is equal to the weight of the edge adjacent to g in the maximum
weight matching of S with the right part of vertices. Let the vertices in the right part of the graph
that are connected to g via a non-zero edge weight be ordered in non-increasing order of their
adjacent edge’s weights. As there are m goods in all, |S\{g}| ≤ m − 1. Therefore, in the worst
case, at most the topmost m − 1 right vertices according to the ordering determined above get
matched to another good in S in its maximum weight matching, and the mth highest right vertex
can be matched to g. Consequently, the marginal value of g in the matching, and therefore in any
set S, is at most equal to the mth highest weight edge adjacent to g.

Finally, as there are m vertices in the left part, and each is connected to at most m right vertices,
there are at most m2 vertices in the right part. QED.

Next, let Aπ = {A1, A2, · · · , An} denote a partition of all the goods among the n agents, referred
as an allocation, i.e., Ai ∩ Ai′ = ∅ for all distinct i, i′ in N , and ∪iAi = M. And let ΠN (M) be
the set of all possible allocations ofM among the agents in N .
MSW. The social welfare (SW) of an allocation Aπ is defined as the sum of values of all agents
for their bundles of goods, that is, SW(Aπ) = ∑

i vi(Ai). The maximum social welfare (MSW) of
an instance (N ,M, (vi)i∈N ) is the highest social welfare value over all allocations, that is,

MSW = max
Aπ∈ΠN (M)

∑
i

vi(Ai)

An allocation whose social welfare is equal to MSW is called an MSW allocation.
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MMS values and α-MMS allocations. The maximin share (MMS) value of an agent i is defined
as

MMSn
i (M) = max

(A1,...,An)∈ΠN (M)
min
k∈[n]

vi(Ak).

We refer to MMSn
i (M) by MMSi when the qualifiers n andM are clear, and by MMS when the

agents are identical. We will refer to the allocation that defines the MMS value of any agent i, that
is, argmaxΠN (M) mink∈[n] vi(Ak), as the MMS defining allocation of agent i. Note that MMSi does
not depend on the valuation functions of the other agents, and only depends on the total number of
agents involved.

Definition 5.1.2 (α-MMS allocation). Aπ is called an α-MMS allocation for an α ≥ 0, if for each

agent i ∈ N we have vi(Ai) ≥ αMMSi.

Envy-free up to 1 good (EF1). An allocation Aπ is called EF1 if for any two agents i, i′, there
is a good g in Ai such that vi′(Ai′) ≥ vi′(Ai\{g}). We will say i is EF1 with respect to i′, if this
inequality holds for some g ∈ Ai.

5.2 EXISTENCE OF 1
3(1 + 2/3

(n−2/3))-MMS ALLOCATION

In this section we will prove the following result.

Theorem 5.2.1. There exists a 1
3(1 + 2/3

(n−2/3))-MMS allocation for every instance with OXS valu-

ation functions.

Our existence proof is constructive. The algorithm assumes we know the MMS value of every
agent, hence currently not known to be efficient. We now describe the key ideas that form the
building blocks of the algorithm. We will establish the existence of an α-MMS allocation for
some variable α. In the end we optimize α to its highest possible value and show that this is
1/3(1 + 1/(n− 1)), thus proving Theorem 5.2.1.

5.2.1 Singleton set pre-assignments

It is well known that after assigning singleton sets of goods to any number of agents, the MMS
value of an agent for the remaining goods when distributed among the remaining (number of)
agents does not decrease [50]. Formally, MMS(n−|S|)

i (M\S) ≥ MMSn
i (M), for any agent i,

number of agents n ≥ 1, set of goodsM, and any subset S ⊆M with |S| ≤ n.

This allows us to perform the following reduction, on any fair division instance.
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Theorem 5.2.2. [Removing singleton goods] Given a fair division instance (N ,M, (vi)i∈N ), if

there exists (i) an agent i and a good j such that vi(j) ≥ αMMSi, and (ii) an α-MMS allocation

Aπ
−i of the reduced instance (N\{i},M\{j}, (vk)k∈N \{i}), then the allocation Aπ

−i ∪ {Ai = {j}}
is an α-MMS allocation for the instance (N ,M, (vi)i∈N ).

Theorem 5.2.2 can be used to design a first phase of the algorithm to eliminate all agent-good
pairs (i, g) such that agent i has value at least α-MMSi for any single good j. The next ideas are
used to develop the second phase.

5.2.2 MMS defining graph of an agent

Given an MMS defining allocation of an agent, sayAMMS, and her valuation function, say v, create
a bipartite graph, denoted by GMMS, with all the goods on the left part, and the right part consisting
of as many vertices as in the right part of Gv. For every bundleAMMS

i inAMMS, consider the optimal
matching M∗

v(AMMS
i ). Add the edges from M∗

v(AMMS
i ) to GMMS with the same edge weights.

We observe two properties of MMS defining graphs.

Lemma 5.2.1. The degree of any vertex in the left part of an MMS defining graph is at most 1.

Proof. Vertices in the left part correspond to some good, and the MMS defining graph corresponds
to an allocation. Any good belongs in exactly one bundle in the allocation, and is matched to at
most one vertex in the right part in the bundle’s optimal matching. QED.

Lemma 5.2.2. The degree of any vertex in the right part of an MMS defining graph is at most n.

Proof. Every bundle’s optimal matching can have at most one edge incident on a vertex in the right
part of an MMS defining graph, and there are n bundles in the allocation. QED.

These graph properties will help in bounding the loss incurred by every agent in the second
phase.

5.2.3 Ranking goods and upper bound on MMS

Using Lemma 5.2.1, we define the following ranking of all goods for every agent.

Definition 5.2.1 (Ranking of goods for every agent). Let the weight of a good be equal to the edge

weight of the unique edge incident to the vertex corresponding to the good in the MMS-defining

graph of the agent, or zero if the degree of this vertex is zero. Rank all the goods in the descending

order of their weights, breaking ties arbitrarily.
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We denote the ranking of goods for an agent i byRi, the rank of a good j by rij, and the weight
of the good j by wij.

This ranking, combined with Lemmas 5.2.1 and 5.2.2, helps in analyzing a minimum gain for
every agent in Phase 2. To relate this gain to her MMS value, we prove the following upper bound
on MMSi based onRi.

Lemma 5.2.3. [Upper bound on MMS] For every agent i, their MMS value is at most 1/n times

the sum of weights of all the goods, that is, MMSi ≤
∑

j∈M wij/n.

Proof. Consider a bundleAMMS
k in an MMS allocationAMMS of agent i. The value of the bundle is

the sum of the weights of the edges in the optimal matching of the bundle, that is,
∑

j:∃(j,r)∈M∗
v (AMMS

k ) wij.

The sum of values of all the bundles of AMMS is

∑
k∈[n]

∑
j:∃(j,r)∈M∗

v (AMMS
k )

wij =
∑

j

wij.

As the MMS value of the agent is the smallest valued bundle’s value in AMMS, it is smaller than
the average of all the bundle’s values, thus proving the lemma. QED.

5.2.4 Putting it together

We now describe an algorithm that takes a fair division instance with OXS valuations, and the
MMS values of all agents, and returns a (1/3(1 + 1/(n− 1)))-MMS allocation.
Algorithm. The algorithm consists of two phases. First, while there is an agent i and a good j

such that i values j to at least α-MMSi, j is assigned to i, and both i and j are removed from the
instance. In the second phase, we arrange all the agents arbitrarily. In a round robin fashion, every
agent picks the good of the highest marginal value over their current allocation in each round.
Analysis of Algorithm 8. First, the following lemma for Phase 1 follows trivially from the condi-
tion checked while allocating the singleton good in this phase.

Lemma 5.2.4. Any agent i who receives a bundle in Phase 1 of Algorithm 8 receives a bundle of

value at least αMMSi.

Next, we set up some notation to analyze phase 2. We abuse notation slightly by referring toRi,

MMSi and GMMS as the ranking of goods, MMS value and the MMS defining graph of every agent
i in the reduced instance obtained after Phase 1 of the algorithm. We also refer to N ,M, n and
m as the sets of agents and goods, and the number of agents and goods remaining after phase 1.

Note that from Theorem 5.2.2, the MMS values of the agents do not decrease, hence proving that
the agents receive α-MMS valued bundles according to the new MMS values suffices.
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Algorithm 8: (1
3(1 + 1

(n-1)))-MMS allocation exists

Input : (N ,M, (vi)i∈N ), MMSi for every i ∈ N
Output: (1

3(1 + 1
(n-1)))-MMS allocation

1 Initialize Aπ ← (∅)i∈N , α← 1
3(1 + 1

(n-1))
2 Phase 1: Single goods pre-assignment
3 while ∃i ∈ N , j ∈M : vij ≥ αMMSi do
4 Ai ← {j}, N ← N\{i},M←M\{j}
5 Phase 2: Round Robin
6 Order all agents in N arbitrarily
7 whileM ≠ ∅ do
8 for i ∈ [n] do
9 ifM ≠ ∅ then

10 j ← argmaxk∈M vi(Ai ∪ {k})− vi(Ai) // highest marginal
valued good over current bundle

11 Ai ← Ai ∪ {j},M←M\{j}

12 return Aπ

Let t∗ denote the number of rounds and At
i denote the good obtained by agent i in round t of the

round robin phase. We abuse notation slightly by referring to the weight of a good j of rank r by
wir or simply wr.

Lemma 5.2.5. The marginal value of the good obtained by any agent i in any round t of the round

robin phase of Algorithm 8 over their previous allocation is at least equal to the weight of the good

of rank (n−1)(2t−1) + 1. That is, vi(∪t
k=1A

k
i )− vi(∪t−1

k=1A
k
i ) ≥ w(n−1)(2t−1)+1, for every t ∈ [t∗].

Proof. Consider an arbitrary round t. Agent i has already chosen t − 1 goods in the previous
rounds. Each of these goods will be incident to some vertex in the right part of their MMS defining
graph. From Lemma 5.2.2, at most n− 1 other goods are incident to the same vertex, making their
marginal value over Al

i zero. In the worst case, all the goods selected in the previous rounds are
incident on distinct right side vertices, affecting the marginal value of some (n− 1)(t− 1) goods.
Further, in each round, agent i will be unable to pick goods of at most n − 1 top most ranks from
those still unallocated, because they may have gotten picked by the other agents in the same round
before i’s turn. Hence, in the worst case, i loses at most (n − 1)(t − 1) goods to the other agents
in the previous rounds, and a further n − 1 goods in round t. Hence, the good of rank at most
(n− 1)(t− 1) + (n− 1)(t− 1) + (n− 1) + 1 = (n− 1)(2t− 1) + 1 has a marginal value over
their current allocation equal to the weight of the good. QED.

Lemma 5.2.6. The value of the bundle received by any agent i in the round robin phase of Algo-

rithm 8 is at least 1
2(n−1)(n− (n− 1)α)MMSi.
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Proof. From Lemma 5.2.5, we know that the value of every agent’s allocation is at least,

vi(Ai) ≥ vi(A1
i ) +

t∗∑
t=2

(vi(∪t
k=1A

k
i )− vi(∪t−1

k=1A
k
i )).

From Lemma 5.2.5, this is equal to the sum of weights of goods of ranks (n− 1)(2t− 1) + 1, for
all t ∈ [t∗]. That is,

vi(Ai) ≥
t∗∑

t=1
w(n−1)(2t−1)+1. (5.1)

By definition ofRi, we have wij ≥ wij′ when j ≥ j′. Thus,

wij ≥
1

l − j

l∑
k=j

wik, ∀j, l : j < l

Using l = j + 2(n− 1) and combining with (5.1), we get,

vi(Ai) ≥
t∗∑

t=1

1
2(n− 1)

(n−1)(2t+1)∑
k=(n−1)(2t−1)+1

wk

≥ 1
2(n− 1)

∑
j∈[m]\[n−1]

wj.

(5.2)

Now as we have pre-assigned all goods that have value α-MMSi or more in round 1, each of the
first n− 1 ranked goods has value at most α-MMSi.

Also from Lemma 5.2.3,
∑

j wj. ≥ n ·MMSi. Hence, we can further simplify equation (5.2) to,

vi(Ai) ≥
1

2(n− 1)(n− (n− 1)α)MMSi. QED.

Proof of Theorem 5.2.1. To ensure agents receive a bundle of at least α-MMSi value in Phase 2,

from Lemma 5.2.6, we require,

1
2(n− 1)(n− (n− 1)α)MMSi ≥ αMMSi.

Simplifying this expression, we get,

α ≤ 1
2(n− 1)(n− (n− 1)α)

⇒ α ≤ 1
3(1 + 2/3

(n− 2/3)).

Combined with Lemma 5.2.4, Theorem 5.2.1 follows.
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5.3 PTAS FOR 1
3(1 + 2/3

(n−2/3))-MMS ALLOCATION

Using the existence proof of a 1
3(1+ 2/3

(n−2/3))-MMS allocation, we provide a PTAS for computing
one.

Theorem 5.3.1. There is a PTAS that given an instance (N ,M, (vi)i∈N ) and an ϵ > 0, computes a

(1
3(1+ 2/3

(n−2/3))−ϵ)-MMS allocation in time O(mn2 log(1+ϵ) v(M)), where v(M) = maxi vi(M).

Note that Algorithm 8 would be an efficient algorithm if it did not require the knowledge of
the MMS values of all agents. Informally, we get around this requirement by (1) guessing all the
MMS values, referring to these guesses as the threshold values of the agents, and (2) running an
exponential search to find the correct set of threshold values in polynomial time. We prove this can
be done in polynomial time by showing that, finding the correct threshold of an agent, is a process
independent of the other agents. We now discuss the details of the proof.
Algorithm. We define a value called the threshold value of agent i, and denote it by τi. Initialize
each τi to vi(M), that is, the value of agent i for all the goodsM. Run Algorithm 1 by using each
τi instead of MMSi whenever required. If the allocation returned fails to assign some agent i a
value at least ατi, reduce the threshold of i to τi/(1 + ϵ), and repeat.

Algorithm 9: (1
3(1 + 2/3

(n-2/3)))-MMS allocation PTAS

Input : (N ,M, (vi)i∈N ), ϵ > 0
Output: (1

3(1 + 1
(n-1))− ϵ)-MMS allocation

1 Initialize α← 1
3(1 + 2/3

(n-2/3)), τi ← vi(M) for all i ∈ N
2 Aπ ← Algorithm 8 on ((N ,M, (vi)i∈N ), (τi)i∈N )
3 while ∃i ∈ N : vi(Ai) < ατi do
4 τi ← 1

(1+ϵ)τi

5 Aπ ← Algorithm 8((N ,M, (vi)i∈N ), (τi)i∈N )

6 return Aπ

Lemma 5.3.1. For any i ∈ N , if τi ≤ MMSi, then Algorithm 9 assigns agent i a bundle of value

at least ατi.

Proof. First, if agent i gets a good from Phase 1, then the value of the good trivially is at least
ατi. Otherwise, note that the ranking of the goods of agent i does not depend on MMSi. Hence,
Lemma 5.2.5 holds for i in every iteration of Algorithm 9, irrespective of the threshold value τi

considered in that iteration. Similarly, equation (5.1) in the proof of Lemma 5.2.6 also holds for
every iteration. When τi ≤ MMSi, then

∑
j wj ≥ nMMSi ≥ nτi. Hence, the remaining analysis

of the proof also goes through and Lemma 5.2.6 holds. Thus, when τi ≤ MMSi, the analysis of
Algorithm 8 holds, and i’s value for her bundle is at least ατi. QED.
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Theorem 5.3.1 follows immediately from the lemma as follows.
Proof of Theorem 5.3.1. Using Lemma 5.3.1, we know that if τi ≥ MMSi, then Algorithm

9 will allocate a bundle of value at least α-MMSi to agent i. We also know that the MMS value
of i cannot be more than vi(M), their value for all the goods, as it is the value of some subset
of goods in an MMS defining allocation. Thus, if we start at the threshold value τi = vi(M),
and keep reducing the value of τi until i receives a bundle of value ατi, the value of τi at which
this process ends is MMSi/(1 + ϵ). This is because in the previous round, as we had to reduce
the threshold value, this threshold, say τ prev

i , was greater than MMSi. The next threshold, say
τ ∗

i = τ prev
i /(1 + ϵ) > MMSi/(1 + ϵ). As we did not further reduce the threshold value, agent i

received a bundle of value at least ατ ∗
i > αMMSi/(1 + ϵ). > α(1− ϵ)MMSi ≥ (α− ϵ)MMSi.

Finally let us discuss the running time of the algorithm. First, note that every run of Algo-
rithm 8 takes O(mn) time due to Phase 1. This algorithm is called as a subroutine until every
agent’s threshold is set to its correct value, that is in (MMSi/(1 + ϵ), MMSi]. Now each agent’s
threshold value can take O(log(1+ϵ) vi(M)) iterations to be correctly set. Thus, the number of
times Algorithm 8 is called, hence the total time of Algorithm 9, is O(mn×∑i log(1+ϵ) vi(M)) =
O(mn2 log(1+ϵ) v(M)), where v(M) = maxi vi(M).

5.4 IDENTICAL AGENTS

In this section, we establish the following result.

Theorem 5.4.1. Given an instance (n,M, v) with identical agents and any ϵ > 0, there exists

a polynomial time algorithm that returns a (1
2 − ϵ)MMS allocation. The running time of the

algorithm is O(nm3 log(1+ϵ) v(M)).

Overview. Broadly, the algorithm works as follows. We will guess the MMS value of the agent
and run a subroutine, which returns a 1/2-MMS allocation for the correct guess. We run an ex-
ponentially fast search over the possible MMS values to find the correct guess. In the subroutine,
first, using Theorem 5.2.2, we allocate goods of value at least 1/2-MMS as singleton sets. Now
it is well known that an MSW allocation can be found for an instance with OXS valuations in
polynomial time. For the remaining instance with no high valued goods, we start with such an
allocation. We prove that while the allocation is MSW, and the value of the highest valued bundle,
say vmax, is more than twice that of the lowest valued bundle, say vmin, we can always find a new
allocation that maintains the social welfare and increases the value of vmin [Lemma 5.4.2]. We
use this lemma repeatedly, and prove that the process converges in polynomial time in a 1/2-MMS
allocation. We discuss these ideas in detail.
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MSW allocation. OXS valuation functions are a subclass of the well studied class of gross substi-
tute valuations [104]. It is well known that an MSW allocation can be found in polynomial time for
any instance where the agents have gross substitute valuations for the goods (see Section Welfare

problem for Gross Substitutes in [116] for a survey reviewing multiple techniques to obtain such
an allocation).
New MSW allocation that improves MMS guarantee. Lemma 5.4.2 is key to our iterative
method that switches to other MSW allocations with improved MMS guarantees, converging in
an allocation that is 1/2-MMS.

Hence forth, we will call an allocation Aπ nice if it is MSW and every good j has value v({j}) at
most MMS/2. A nice allocation is called improving, if the smallest and largest valued bundles, say
Amin and Amax, satisfy (a) v(Amax) > 2v(Amin) and (b) v(Amax) ≥ MMS. A nice allocation is
called improved, if v(Ai) ≥ MMS/2 for all i ∈ [n]. We first show the following property, followed
by the key lemma.

Lemma 5.4.1. Every nice allocation is either improving or improved.

Proof. Every nice allocation Aπ is MSW, hence its social welfare is at least nMMS. As the largest
bundle’s value is at least the average, v(Amax) ≥ MMS. Suppose Aπ is not improving. Then by
definition of improving allocations, v(Amax) ≤ 2v(Amin). As v(Amax) ≥ v(Ai) for all i,

v(Ai)/v(Amin) ≤ 2 for all i ∈ [n]. (5.3)

Adding all bundle values, and combining with the fact that the social welfare is at least nMMS, we
get, ∑

i

2v(Amin) ≥ nMMS⇒ v(Amin) ≥ MMS
2 .

As v(Ai) ≥ v(Amin) for all i, Aπ is improved.
QED.

Given an allocation, Aπ, for each bundle, Ai ∈ Aπ, we can fix a maximum matching that
achieves the value of this bundle, M∗

v(Ai). In the next lemma, we describe a procedure to compute
an improving allocation from another such that in both the allocations, all the goods are matched
to the same right vertices, even if they are moved to different bundles.

Lemma 5.4.2. Given an improving allocation Aπ, an allocation Aπ ′ can be obtained in polynomial

time that is nice and satisfies v(A′
min) > v(Amin), where A′

min is the bundle in Aπ ′ obtained after

modifying Amin. Moreover, the goods are matched to same right hand side vertices in both Aπ and

Aπ ′.
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Proof. Consider the optimal matchings of the bundles M∗
v(Amax) and M∗

v(Amin) in the improving
allocation Aπ, referred respectively as M∗

max and M∗
min hence forth. Let there be k edges in M∗

max,
denoted as emax

j or (gj, rj)max, for all j ∈ [k], and l edges in M∗
min, denoted by emin

j = (gj, rj)min,

j ∈ [l]. We assume without loss of generality that w(ea
j ) ≥ w(ea

j′), for all j ≤ j′ and a ∈
{min, max}, i.e., the edge weights are ranked in non-increasing order. We will also assume all
edge weights are positive, as we can eliminate all the zero weight edges from both matchings
without changing the properties of Aπ.

We consider two cases. First, when there is a vertex r in the right part of M∗
max that is unmatched

in M∗
min. As Aπ is an allocation, the good g that r is matched to does not belong in Amin. Thus,

this edge (g, r) ∈ M∗
max can be transferred to Amin resulting in the modified bundles A′

max =
Amax\{g}, and A′

min = Amin ∪ {g}.
In the second case, suppose that all vertices in the right part of M∗

max are matched in M∗
min.

Consider the subgraph, say M∗
min

k, of M∗
min which has the k edges adjacent to these right part

vertices, and the corresponding bundle, say Ak
min. We have v(Amax) > v(Amin) ≥ v(Ak

min),
i.e., the sum of the weights of the edges adjacent to these vertices in Amax is greater than this
sum in Ak

min. Hence, there is at least one vertex r such that its adjacent edge (g, r) ∈ Amax

has higher value than the edge (g′, r) ∈ Ak
min. We exchange these goods resulting in the bundles

A′
max = Amax\{g} ∪ {g′}, and A′

min = Amin\{g′} ∪ {g}.
In the corresponding new allocation in all these cases, Aπ ′ = Aπ\{Amax, Amin}∪{A′

max, A′
min},

we have v(A′
min) > v(Amin). Further, in each bundle’s optimal matching, all the goods can be

connected to the same right part vertices as in Aπ and the social welfare is maintained. Hence, the
new allocation is also nice.

Finally, notice that in the new allocation, the goods can be matched to same vertices as original
ones and this is still a feasible matching with each good having the same marginal contribution as
in the previous matching. Suppose for one of the bundles, Amin or Amax we had to reassign the
goods to new vertices. In this case, the new matching must give a strictly larger value than the old
one. This implies that we would get a strictly higher social welfare with the new matchings giving
a contradiction to the fact that we started with a nice allocation.

QED.

Algorithm. Algorithm 10 checks if MMS is zero, and returns a trivial allocation in this case.
Otherwise, it runs an exponentially fast search for a correct guess of the MMS value. For each
guess τ , it runs a subroutine, which has two phases. First, it allocates all goods of value τ/2 or
higher as singleton sets. Over the remaining agents and goods, it starts with an MSW allocation,
and uses Lemma 5.4.2 to repeatedly modify it until the conditions of the lemma do not hold. We
show that while τ is less than MMS, we get an allocation that gives each agent a bundle of value
at least τ/2. It returns the allocation obtained for the highest guess.

102



Algorithm 10: (1
2 − ϵ)-MMS allocation

Input : (n,M, v), ϵ > 0
Output: (1

2 − ϵ)-MMS allocation

1 Let u← min
S:|S|=n−1

max
j∈M\S

v({j}) // nth good

2 if u = 0 // MMS is zero
3 then
4 return Aπ = (∅)(n−1) ∪ (M) // all goods to one agent

5 Initialize τ ← u, F lag ← 1, n∗ ← n
6 while Flag do
7 Phase 1: Single goods pre-assignment
8 Let i← n
9 while ∃j ∈M : v({j}) ≥ 1

2τ do
10 A′

i ← {j}, i← i− 1, n← n− 1,M←M\{j}
11 Phase 2: Improving MMS guarantee of MSW
12 Initialize Aπ ′ ← MSW allocation of (n,M, v) // use any method from

survey [116]
13 while Aπ ′ is not improved do
14 Aπ ′ ← allocation using Lemma 5.4.2

15 if ∃ A′
j with v(A′

j) < τ/2 then
16 Flag ← 0
17 continue

18 A← A′, τ ← τ · (1 + ε)
19 return Aπ ∪ (Ai+1, Ai+2 · · · , An∗)

The main components in the analysis of Algorithm 10 are the Lemmas 5.4.1 and 5.4.2. Let us
discuss the remaining details.

Lemma 5.4.3. If τ ≤ MMS, the allocation returned by Algorithm 10 gives every agent a bundle

of value at least τ/2.

Proof. We prove the lemma by dividing agents into two types: those who receive a bundle in phase
1, or in phase 2 of Algorithm 10. First, every agent who receives a bundle in the first phase of the
algorithm trivially receives a good of value at least τ/2.

For the second phase, we will abuse notation by denoting the instance (n,M, v) and its param-
eters as those of the reduced instance after phase 1. Note that as τ ≤ MMS, from Theorem 5.2.2,
the MMS value of the reduced instance, say MMSr, is at least that of the original instance. Thus,
every unallocated good after Phase 1 has value at most τ/2 ≤ MMS/2 ≤ MMSr/2, hence the
MSW allocation Aπ is nice. Consequently, the value of τ is not updated. From Lemma 5.4.2,
by recursively applying it to an improving allocation, one always obtains a nice allocation. Each
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application of Lemma 5.4.2 increases the value of the smallest bundle. Hence this process will
converge with every agent receiving a bundle of value at least τ/2. Combined with Phase 1, we
obtain an allocation where every agent gets value at least τ/2. QED.

Lemma 5.4.4. Given an instance (n,M, v) and any ϵ > 0, Algorithm 10 returns a (1/2−ϵ)-MMS
allocation.

Proof. By arranging the goods in decreasing order of the value of the singleton set containing
this good, we can create a trivial allocation where the first n goods are distributed in n distinct
bundles, and the remaining goods allocated arbitrarily. One can see that MMS > 0 if and only
if in this allocation, the smallest bundle has non-zero value. If MMS = 0, then any allocation is
1/2-MMS, and returned. Otherwise, let u be the value of the nth smallest good. We know trivially
that u ≤ MMS ≤ v(M). Hence, initially, τ ≤ MMS. As we increase τ to τ · (1 + ϵ), in some
iteration, τ ≥ MMS. From Lemma 5.4.3, the Algorithm converges when this happens. Let τnext

be the value of τ when the algorithm converges, and τ ∗ be its value in the previous iteration. As
τ ∗ < MMS, and τnext = τ ∗ · (1 + ϵ), we have τ ∗ > MMS/(1 + ϵ). From Lemma 5.4.3, every agent
receives a bundle of value at least,

τ ∗

2 >
MMS

2(1 + ϵ) ≥
MMS

2 (1− ϵ) ≥ (1
2 − ϵ)MMS.

QED.

Lemma 5.4.5. Given an instance (n,M, v) and any ϵ > 0, Algorithm 10 runs in O(nm3 log(1+ϵ) v(M))
time.

Proof. Let us analyze the time taken to complete Phase 2 once. Divide the agents into three groups,
according to the value of their bundles at the beginning of any iteration of Phase 2 as follows.
Let At

L be the set of all agents i for whom vi(Ai) < MMS
2 at the beginning of the tth iteration,

similarly let At
G be the agents i such that v(Ai) > MMS, and At

M are the remaining agents, that is,
At

M := N \ {At
L ∪At

G}. By definition, the agent who participates with the smallest valued bundle
in the tth iteration belongs in At

L, while the one with the largest bundle is from At
G.

First note that an agent i in a set At
L for any t never belongs in any set At′

G, for any t′ ≥ t. This is
because the value of i’s bundle at the beginning of the tth iteration is less than τ/2, and any good
has marginal value at most τ/2. As the value of i’s bundle increases only when it is chosen from
some Ar

L, their bundle’s value after any iteration where they were chosen cannot exceed beyond
MMS, but to belong in a set At′

G their value must be strictly higher than MMS. Therefore, any agent
in any At

L (alternatively Ar
G) always belongs in At′

L∪At′
M for every t′ higher than t (respectively r).

Now fix the agent i ∈ A1
L that is chosen as the agent with the smallest bundle. From Lemma

5.4.2, the algorithm will either add a good to i and match it to a new right vertex (not currently
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matched to any good in i), or re-match an already matched right vertex to another good with a
higher marginal value, that is a higher weighted edge adjacent to this right vertex. Thus, a pair
(agent i, right vertex r) can participate in any iteration of Phase 2 as the smallest bundle’s agent i

that matches a good to vertex r in the iteration, at most m times. From Lemma 5.1.1, there are at
most m2 right hand vertices, hence an agent participates as the chosen agent from some At

L in at
most m3 iterations (for at most m3 values of t). As there are n agents overall, the algorithm runs
in O(nm3) iterations.

Finally, Phase 1 takes linear time. Thus, for each guess of MMS, the algorithm takes O(nm3)
time. As we guess the value of MMS using powers of (1 + ϵ), for any fixed constant ϵ > 0, the
algorithm runs in time O(nm3 log(1+ϵ) v(M)). QED.

5.5 EF1+MSW ALLOCATION.

Theorem 5.5.1. An EF1+MSW allocation exists for an instance (n,M, v) when all the agents

have an OXS valuation function.

Algorithm.

Algorithm 11: EF1+MSW allocation
Input : (n,M, v)
Output: EF1+MSW allocation

1 Initialize Aπ ← MSW allocation of (n,M, v) // use any method from
survey [116]

2 while Aπ is not EF1 do
3 Modify Aπ by making the smallest and largest bundles EF1 with respect to each other

// use Lemma 5.5.1

4 return Aπ

Analysis.

We prove that recursively applying a method similar to that described in the proof of Lemma
5.4.2 to an MSW allocation results in an EF1+MSW allocation, thus proving the existence of such
an allocation. The key component of the proof is Lemma 5.5.1. Its proof is similar to the proof of
Lemma 5.4.2.

Lemma 5.5.1. If an allocation Aπ has two agents i, i′ such that i′ is not EF1 with respect to i,

that is, for every good g ∈ Ai, v(Ai′) < v(Ai\{g}), then one can obtain another allocation Aπ ′

where both i and i′ are EF1 with respect to each other, and the social welfare is maintained, that

is SW(Aπ ′) ≥ SW(Aπ).
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Proof. Consider the optimal matchings of the bundles M∗
v(Ai) and M∗

v(Ai′) in the improving allo-
cation Aπ, referred respectively as M∗

i and M∗
i′ hence forth. Let there be k edges in M∗

i , denoted
as ei

j or (gj, rj)i, for all j ∈ [k], and l edges in M∗
i′ , denoted by ei′

j or (gj, rj)i′
, for all j ∈ [l].

We assume without loss of generality that w(ea
j ) ≥ w(ea

j′), for all j ≤ j′ and a ∈ {i, i′}, that is,
the edge weights are ranked in non-increasing order. We will also assume all edge weights are
positive, as we can eliminate all the zero weight edges from both matchings without changing the
properties of Aπ.

We first consider two cases, (a) l < k, and (b) l ≥ k, and there is a vertex r in the right part of
M∗

i that is unmatched in M∗
i′ . In the former, there exists some edge (g, r) ∈ M∗

i that is not in M∗
i′ . In

either case, we can transfer the edge (g, r) adjacent to r to M∗
i′ , resulting in the modified bundles

A′
i = Ai\{g} and A′

i′ = Ai′ ∪ {g}.
The remaining case is when l ≥ k and every vertex r in the right part of M∗

i is matched to some
vertex in M∗

i′ as well. Consider the subgraph, say M∗
i′

k, of M∗
i′ which has the k edges adjacent to

these right part vertices, and the corresponding bundle, say Ak
i′ . We have v(Ai) > v(Ai′) ≥ v(Ak

i′),
that is, the sum of the weights of the edges adjacent to these vertices in Ai is greater than this sum
in Ak

i′ . Hence, there is at least one vertex r such that its adjacent edge (g, r) ∈ Ai has higher value
than the edge (g′, r) ∈ Ak

i′ . We exchange these goods resulting in the bundles A′
i = Ai\{g}∪{g′},

and A′
i′ = Ai′\{g′} ∪ {g}.

In the corresponding new allocation in all these cases Aπ\{Ai, Ai′}∪{A′
i, A′

i′}, we have v(A′
i′) >

v(Ai′) and v(A′
i) < v(Ai).

Until i′ is not EF1 with respect to i′, we repeat this exchange or transfer. In the end we also have
v(A′

i) > v(A′
i′), hence i is also EF1 with respect to i′. Thus, both i and i′ are EF1 with respect to

each other. QED.

Proof of Theorem 5.5.1. To prove this theorem, we observe that if an agent, i EF1 envies agent
j then all agents with value less than agent i′s value will EF1 envy agent j. Thus, if there are
any two agents, i and j such that i EF1 envies j, then the agent with least value will EF1 envy j.
Now, we measure the progress of the algorithm using a tuple (V, pairs) where V is the value of
difference between the largest bundle that is EF1 envied by some agent and the smallest bundle
in the allocation. We use pairs to denote the number of pairs of agents that have the difference
V between them. The algorithm begins by computing an MSW allocation. While the allocation
is not EF1, we apply Lemma 5.5.1 to the largest bundle that is EF1 envied by someone and the
smallest bundle and make then EF1 envy free with respect to each other. Therefore, we reduce
the value of one largest bundle and increase the value of one smallest bundle. Thus, we cannot
be creating new pairs with difference V between them and we have reduced at least one EF1 pair
of difference V . Therefore, in each iteration we either reduce V or we reduce pairs. Eventually,
this shows that the algorithm progresses since there is a bound on V and number of pairs. and we
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obtain an EF1+MSW allocation.

5.6 NON-EXISTENCE OF (2/3 + ϵ)-MMS ALLOCATION

In this section we negate the possibility of an algorithm that computes a better than 2/3-MMS
allocation for any fair division instance with OXS or higher valuation functions, by showing the
following result.

Theorem 5.6.1. There exists a fair division instance with 2 agents, 4 goods and OXS valuation

functions of the agents for the goods that does not have a (2/3+ ϵ)-MMS allocation for any ϵ > 0.

Proof. We describe the bipartite graphs corresponding to the OXS valuation functions of the
agents. Both agents have two vertices in the right parts of their graphs. Let the goods be de-
noted as gi, i ∈ [4], and the right vertices be denoted as r1 and r2. The weights of the non-
zero weighted edges of the first agent’s graph are as follows. w(g1, r1) = w(g2, r2) = 2, and
w(g3, r1) = w(g4, r2) = 1. The second agent’s graph’s non-zero weighted edge weights are
w(g1, r1) = w(g2, r2) = 2, and w(g4, r1) = w(g3, r2) = 1. The remaining edge weights in both
graphs are zero.

It can be seen that the MMS value of both the agents is 3. MMS or higher valued bundles of the
first agent are {g1, g4}, {g2, g3}, and {g1, g2}, while those of the second agent are {g1, g3}, {g2, g4},
and {g1, g2}. Any allocation that gives one agent an MMS or higher valued bundle removes at least
one good from all such bundles of the other agent. Hence, a 1-MMS allocation does not exist. The
highest possible value of a bundle smaller than MMS is 2, as all the goods have integer value.
Hence, any allocation gives at least one agent a bundle of value at most 2, which is 2/3-MMS, thus
proving the theorem. QED.

5.7 HARDNESS OF APPROXIMATING MMS VALUE

In this section we will prove the following theorem.

Theorem 5.7.1. The problem of computing the MMS value of an agent for an instance (n,M, v)
is strongly NP-hard.

Proof. We reduce the known strongly NP-complete problem 3-PARTITION to the problem of
deciding if the MMS value of an agent for an instance (n,M, v) is at least T for a given T ≥ 0,

thus showing the later is also strongly NP-complete. The 3-PARTITION problem is as follows.
Given a set of 3n integers with sum of all integers nT for some T ≥ 0, one must decide if there
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is a way to partition the integers in groups of 3 integers each such that the sum of each group is
exactly T.

We create a fair division instance using an instance of 3-PARTITION as follows. Let there be
n agents and 3n goods, one good corresponding to each integer in 3-PARTITION. The bipartite
graph Gv corresponding to the identical OXS valuation function v of each agent is as follows.
There are 3 vertices in the right part of the graph. Each good is connected to all three vertices and
each edge weight is equal to the corresponding integer’s value in the 3-PARTITION instance.

To see the correctness of the reduction, first note that as there are only 3 vertices in the right
part of the graph, any matching Mv can have size at most 3. As there are exactly 3n goods, we can
assume without loss of generality that any MMS allocation divides all the goods into n bundles of
size exactly 3. Now each good’s value in a bundle S of size 3 is its corresponding integer’s value
from the 3-PARTITION instance, hence the sum of all bundle values in an MMS allocation thus is
nT. Thus the MMS value is at most T.

Now if the 3-PARTITION instance has a solution, then a partition of the goods in the corre-
sponding fair division instance done according to this solution will give every agent a bundle of
value T. If the 3-PARTITION instance does not have a solution, then every division of the integers
into sets of size 3 has at least one set with sum less than T. As the set contains integers, this sum is
at most T−1. Hence, the corresponding fair division instance also cannot generate a division of the
goods into n bundles each of value greater than T−1, and the MMS value is at most T−1. QED.
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CHAPTER 6: FAIR ROUTINGS

In this chapter, we study the problem of routing traffic with the dual optimization objective of
optimizing both for travel time and envy-freeness. We will discuss in detail the following results.

• We begin with an impossibility result. We show that for certain networks, it is not possible
to achieve optimality and no envy at the same time.

• We proceed with a hardness result, showing that it is NP-Hard to decide whether an optimal
solution that is as fair as possible exists and that similarly it is NP-Hard to decide whether a
near-optimal and fair solution exists.

• On the positive side, we first show that for a single origin-destination pair network, even
with users with preferences, there exists an assignment of routes that is optimal in terms of
total travel time and every driver has envy at most 3, meaning that there can’t be a route of
another driver that has cost less than 1/3 times her own.

• Next we show that for the same setting, we can efficiently find a routing assignment that has
total travel time at most twice the optimal travel time, and every driver has envy at most 4.

• Finally, we show that for the previously studied setting with users with identical preferences,
we can find a routing assignment that is optimal and has envy strictly less than 3.

We also simulate experiments on real city graphs. In our experimental evaluation, we compare the
performance of a fair algorithm with a natural greedy baseline that is similar to current solutions
implemented by routing platforms. The outcomes of our experimental evaluation are as follows:

• We show that the solutions computed by our algorithm dominate the baseline, in the sense
that for the appropriate parameters, our algorithm improves both the total cost and the worst
case envy in the network.

• We extract plots that illustrate the trade-off between optimality and envy and how the volume
of traffic impacts the results.

• We show that our algorithm is robust against the topology of the graph by studying cities
with different topological characteristics.
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6.1 PRELIMINARIES

Notation. We denote the set {1, 2 · · · , n} by [n].
Congestion Networks Model. A congestion network models a set of users traversing a network

of roads. A network of k commodities is formally specified by a directed graph G, k pairs of
vertices (si, ti), for i ∈ [k], where each si is a source vertex and each ti is a sink vertex in G, and
a congestion function for each edge ce : Z → R≥0, where if xe users contain an edge e on their
routes, then ce(xe) is the cost to traverse e for each of these users. A demand for the network is
specified by a k-length integer vector (ni)i∈[k], where for every i, ni is the number of users wanting
to travel from si to ti. Let n = ∑

i ni, and A be the set of all users.
User preferences. We assume that drivers can have diverse preferences for road segments based

on features such as time, distance, whether the segment is a highway, whether it has traffic lights,
whether it precedes an unprotected left turn, etc. In the presence of such preferences, we might
have envy between drivers even when their routes have identical delays. Consider for instance a
driver who wishes to avoid highways who is routed on a highway. This driver would envy a route
of the same travel time that does not include highways. We model user preferences as follows.
Each edge on the network is associated with a set of binary features, intuitively to reflect if the
corresponding road segment has some special characteristic or not. We consider a set of 7 features,
like whether the edge is a highway segment, or if the edge has a toll booth on it, or if the road
has a street light on it. Each edge e is associated with a 7-bit boolean vector ye, where the kth bit,
denoted by y(e,k), is 1 only if e has the kth feature. Each user i has a preference for each feature
f , which is a value, denoted by c(i,f). Intuitively, users desire to travel routes with the smallest
cost, and with segments containing features they like, and not containing features they dislike. We
formalize this intuition by defining the preference cost of each user for every edge, denoted by
ui : E → R, where for any edge e,

ui(e) =
∑

k∈[7]
y(e,k) ∗ c(i,f).

A routing assignment is a vector P = {P1, · · · , Pn}, where Pi is a path in G from the source
to the sink vertex of user i. For any routing assignment, the cost of every user i is defined as the
congestion cost plus the preference cost of all edges on Pi, i.e.,

ui(Pi) =
∑
e∈Pi

ce(xe) + ui(e),

where xe is the number of users from A whose paths contain edge e.
We formalize the model with the following problem instance.
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Definition 6.1.1 (Fair routing instance). A fair routing instance is denoted by a tuple

⟨G, (si, ti, ni)i∈[k], C, (ui)i∈[n]⟩, and represents a graph G with k source-sink pairs of vertices

(si, ti), and ni > 0 users associated with each pair; C is the set of linear congestion functions on

the edges of G, denoted by ce(xe) = aexe + be for edge e with congestion xe, with ae, be ≥ 0; each

ui is the preference function of user i for the edges of G as described previously. We will assume

that every ui(e) satisfies |ui(e)| ≤ be, so that no user has an edge with negative travel cost to them.

Envy-freeness. We define the following notion of fairness called Envy-freeness for any fair
routing instance. For every routing assignment, the envy ratio of user i, denoted by Eri, is the ratio
of the path assigned to i to the path with the least cost according to her cost function, i.e.,

Eri(P) = max
i′∈A

∑
e∈Pi ce(xe) + ui(e)∑

e∈Pi′
ce(xe) + ui′(e) .

The envy ratio of a routing assignment is defined as Er = maxi Eri. A routing assignment is called
fair or envy-free (EF1) if its envy ratio is 1.

We define α approximately envy-free or α-EF1 routing assignments as those with Er at most α.

Intuitively, users must prefer routing assignments with low envy ratio.
Optimality. A trivial observation is that for every (si, ti) pair, if all of its associated ni users

are assigned the same si − ti path in G, then the outcome is a 1-EF1 routing assignment. But this
assignment can have high cost to each user. Hence, we define optimal and fair assignments as
those that upper bound the sum of costs to all the users. Formally, an optimal routing assignment,
denoted by OPT, is one with the minimum sum of costs to all the users. A γ-approximately
optimal or γ-OPT assignment, for any γ ≥ 1, is one that has total cost at most γ times the cost of
an optimal assignment.

With these notions, we define the following problem, which is the main focus of our paper.

Definition 6.1.2 (α-EF1 + γ-OPT.). Given a fair routing instance and constants α, γ ≥ 1, find an

α-EF1 and γ-OPT routing assignment.

6.2 ALGORITHMIC AND THEORETICAL RESULTS

In this section we design algorithms for the fair routing problem and prove various theoretical
results. We first show that there are fair routing instances where exactly fair and optimal routing
assignments do not exist. We then show that finding the fair and most near-optimal routing, or the
most near-fair and optimal routing, is NP-hard. Finally, we prove constant approximation factors
for both optimality and envy.
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Theorem 6.2.1. There exists a fair routing instance with a single source, single sink and 2 identical

agents, and constants ϵ, ϵ′ > 0 for which there are no OPT + (1 + ϵ)-EF1 or (1 + ϵ′)-OPT + EF1
routing assignments.

Proof. The instance is as follows. The network has one s− t path with m edges for some odd m.
Each edge on this path is called the lower edge between the corresponding pair of vertices, and the
set of lower edges is denoted by L. Consecutive vertices on the path are additionally connected by
a second edge. We call all these second edges the upper edges. There are 2 users with identical
cost functions as follows. Each upper edge has a linear cost function al and the ith lower edge for
each i has the cost function ail, where l is the congestion on the edges, and a and ai are constants
specified shortly.

We will prove the following two claims about this instance. First, every optimal routing assign-
ment assigns disjoint routes to the users, and every envy-free assignment has at least one common
edge assigned to both users. For this, we impose that the ais are distinct, the coefficients in the cost
functions satisfy

maxi ai

mini ai

< 6 and
ai

3 < a < 3ai for every ai.

We now prove the first claim. As a user can reach any vertex (except s where they start) only
by first reaching its previous vertex, it will suffice to prove that for any given consecutive pair of
vertices, any optimal assignment sends one user on the lower edge and one on the upper edge. The
cost of sending both users on a single edge is 4a or 4ai, while that of sending users on distinct
edges is a + ai. As a > ai/3, 4ai > ai, and as a < 3ai, 4a > a + ai, hence the optimal strategy is
to send both users on distinct edges.

Next, we prove that an envy-free assignment cannot route users on disjoint paths. Suppose for
contradiction this were not the case. Then let P1 and k be the set of lower edges and the number of
upper edges assigned to the first user. Then the costs of both users are

∑
e∈P1 ai + ka for the first

user and
∑

e∈L\P1 ai + (m− k)a for the second. As this assignment is envy-free, we have

∑
e∈P1

ai + ka =
∑

e∈L\P1

ai + (m− k)a.

One can always choose a rational number a to ensure that none of the first m multiples of a is
equal to any possible difference in costs from the lower edges. This implies that the costs from the
upper edges (and from the lower edges) should be equal for both the users. But as m is odd, the
costs from the lower edges cannot be equal, giving a contradiction.

Thus, every envy-free assignment has at least one consecutive pair of vertices where both users
travel through the same edge between this pair. The cost to the users in such an assignment from
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each common edge is at least min{4a, 4ai}. As the optimal assignment gives a cost of a + ai from
each such pair, the difference in costs between any optimal and envy-free assignments is,

∑
i

min{4a, 4ai} − (a + ai) > 0.

Alternatively, each envy-free assignment has a greater cost than any optimal assignment, and each
optimal assignment has greater than 1 envy. QED.

In light of Theorem 6.2.1, we relax our aim and investigate the problem of finding α-EF1+OPT
or EF1 + γ-OPT routing assignments for the best possible α and γ for each fair routing instance.
Formally, we define the following problems.

Definition 6.2.1 (Near-fair and optimal routing). Given a fair routing instance, the aim is to find

an α-EF1 + OPT routing assignment for the lowest α ≥ 1 for which an α-EF1 + OPT assignment

exists for the instance.

Definition 6.2.2 (Fair and Near-optimal routing). Given a fair routing instance, the aim is to find

an EF1 + γ-OPT routing assignment for the lowest γ ≥ 1 for which an EF1 + γ-OPT assignment

exists for the instance.

The decision versions of the above problems are to decide if a given α (or γ) is the optimal value
for which an α-EF1 + OPT (respectively EF1 + γ-OPT) routing assignment exists.

Theorem 6.2.2. The decision versions of the Near-Fair and Optimal Routing and the Fair and

Near-Optimal Routing problems are NP-hard.

Proof. We reduce from the NP-complete Equal-Cardinality Partition problem, which is defined as
follows. Given a set of rational numbers S = {e1, · · · , en}, decide if there is a subset of half of
these whose sum is half of the sum of all the numbers. We assume without loss of generality that
maxi ei/ mini ei < 6, as one can add a sufficiently large number to each element ei to achieve this
without changing the solution set.

For an instance of this problem, the reduced fair routing instance for both the problems is as
follows. Consider a network with 2 users with identical cost functions, a single source s and a
single sink t, and one s − t path of n edges, referred as the lower edges. Each consecutive pair
of vertices also has another edge connecting them; call this set of alternate edges the upper edges.
The cost function of each lower edge is eil, and of each upper edge is el, where l is the congestion
on the edges, and e is a constant that satisfies ei/3 < e < 3ei for every ei.

From the same reasoning as in the proof of Theorem 6.2.1, we say that every optimal routing
assignment assigns disjoint paths to both users. From a similar reasoning from the same proof, we
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can say that an envy-free assignment can assign disjoint paths to both users only if the cost to the
first user from the set of lower edges is equal to the cost to the second from the same. Thus, an
envy-free and optimal assignment exists if and only if there is a solution to the Equal-Cardinality
Partition problem. Thus, the α (or γ) for the Near-fair and Optimal (respectively fair and near-
optimal) routing problem is 1 if and only if Equal-Cardinality Partition has a solution. QED.

We complement the hardness results by showing several positive results. First we show the
existence of a 3-EF1 + OPT routing assignment for any single source single sink network in our
setting. [78] show a similar result for the special case of users with identical cost functions.
Formally, we prove the following theorem.

For this we use the concept of envy cycle elimination from fair division [17], which briefly is
the following. Suppose we construct a directed graph where the nodes represent users, and there
is a directed graph from any user i to i′ if the cost of the route assigned to i′ is smaller than that of
i according to the cost function of user i. Then in time polynomial in the number of users, we can
shuffle the routes so that the envy graph of the resulting assignment has no cycles, and the total
cost has not increased. We will call this procedure envy-cycle elimination and use it repeatedly in
our main algorithm. Note that this procedure does not alter the routes assigned, and only shuffles
them among the users.

After applying the envy-cycle elimination method, we know that the envy between any pair of
agents in the resulting routing assignment is one-sided, or formally,

Claim 6.2.1. If for a pair of users i, j, the envy ratio of their routes is higher than 3 according to

i, then the envy ratio according to j is less than 1.

We will assume without loss of generality that Claim 6.2.1 is true for any routing assignment of
a setting of users with preferences, as otherwise envy can be resolved by applying the envy cycle
elimination procedure.

Theorem 6.2.3. Any optimal routing assignment of a single source single sink network with users

with preferences has envy less than 3.

Proof. Suppose for contradiction there is a user i with Er at least 3 for some user j’s route. Denote
the routes of i and j by Pi and Pj , the set of users assigned any edge e on these paths by Ae

with |Ae| = xe, and let the total cost of each route Pk for user k by tk. Then consider the routing
assignment obtained by switching the path of i to Pj. Let us compute the difference in costs of the
two assignments. As route assignments change only on edges along Pi and Pj, after re-assigning
the highest cost user to the lowest cost route, the change in the total sum of costs of all users is,
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∑
e∈Pi

∑
k∈Ae

(aexe + be + uk(e))−
∑

k∈Ae\{i}
(ae(xe − 1) + be + uk(e))

+
∑
e∈Pj

∑
k∈Ae

(aexe + be + uk(e))−
∑

k∈Ae∪{i}
(ae(xe + 1) + be + uk(e))

=
∑
e∈Pi

(aexe + be)xe −
∑
e∈Pi

(ae(xe − 1) + be)(xe − 1) + ui(e)

+
∑
e∈Pj

(aexe + be)xe)− (ae(xe + 1) + be)(xe + 1)−
∑
e∈Pj

ui(e)

=
∑
e∈Pi

(ae(2xe − 1) + be)−
∑
e∈Pj

ae(2xe + 1) + be

+
∑
e∈Pi

ui(e)−
∑
e∈Pj

ui(e)

≥
∑
e∈Pi

(aexe + be)−
∑
e∈Pj

3aexe + be + 0−
∑
e∈Pj

be

≥
∑
e∈Pi

(aexe + be)−
∑
e∈Pj

3(aexe + be)

≥ti − 3tj > 0. (6.1)

The third to last inequality follows from the relations |ui(e)| ≤ be for every user i and edge
e. Note that the equation is true even if tj is assumed to be the cost of user i for j’s route. We
will use both interpretations of tj in the subsequent discussion. Equation (6.1) shows that the new
routing assignment has lower cost than the optimal assignment, a contradiction, thus completing
the proof. QED.

Next, we consider the setting when the preference costs of the users are non-negative, i.e.,
ui(e) ≥ 0 for every user i and edge e, and show the following.

Theorem 6.2.4. There is an efficient algorithm for computing a 4-EF1+2-OPT routing assignment

exists for a single source single sink network and users with non-negative preference costs.

The starting point of the algorithm that computes a 4-EF1 + 2-OPT routing assignment is the
algorithm of [78], that computes an optimal routing assignment for the identical users setting.
We prove that with the correct cost functions, this algorithm returns a 2-OPT assignment for our
setting.

Lemma 6.2.1. There is a polynomial time algorithm that computes a 2-OPT routing assignment

for a single source single sink network with non-negative preferences.

Proof. The algorithm first reduces the instance to an identical users setting by changing all prefer-
ence costs, i.e., ui(e) for every user i and edge e, to zero. Let us denote the original and reduced
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Algorithm 12: (< 3)-EF1 + OPT routing assignment for single source-sink network and
users with identical linear costs

Input : ⟨G, (s, t, n), C, (ui)i∈[n]⟩
Output: (< 3)-EF1 + OPT routing assignment

1 Initialize r = 0 // iteration number
2 P 0 = OPT routing assignment // Algorithm from [78]
3 while Er ≥ 3 do
4 r = r + 1
5 i = any user with highest cost in P r−1

6 j = any user with lowest cost in P r−1

7 P r
i = P r−1

j , P r
k = P r−1

k , ∀k ̸= i // re-assign path of highest cost
user to lowest cost path

8 Return P r

instances by Ip and I id respectively. It then applies the algorithm of [78] to compute an optimal
routing assignment for I id, and assigns the paths obtained arbitrarily to any user in Ip. Let us
analyze the total cost of this assignment.

The total cost according to the cost functions in I id is C = ∑
e(aexe + be)xe. As all preference

costs in Ip are non-negative, and C is the optimal cost for I id, the optimal cost for Ip is at least C.

The total cost of the routing assignment obtained for Ip is
∑

e

∑
i∈Ae

(aexe + be + ui(e), where Ae

is the number of users assigned edge e. This cost is at most:

∑
e

∑
i∈Ae

(aexe + 2be) ≤
∑

e

(aexe + 2be)xe ≤ 2 ·
∑

e

(aexe + be)xe = 2C.

Thus this assignment is 2-OPT for Ip. QED.

We can now look at the 2-OPT routing assignment obtained as described in the proof of Lemma
6.2.1, and assume without loss of generality that Claim 6.2.1 is true for the same. Suppose this
assignment has envy higher than 4. The next lemma describes a process to reduce the envy between
users and decreasing the total cost in the process.

Lemma 6.2.2. Any k-EF1 routing assignment can be converted into a 4-EF1 routing assignment

without increasing the total cost of all users in time O(k2poly(n)).

Proof. The algorithm to convert a k-EF1 assignment to a 4-EF1 routing assignment is to repeatedly
consider any pair of users i, j with the highest envy ratio among all pairs, according to one of them
from Claim 6.2.1, say i. Then switch i’s route to the route of j. From equation (6.1), while the envy
of the assignment is higher than k − 1, the total cost of all users reduces by at least:

ti − 3tj ≥ (k − 4)tj.
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Now if tj∗ denotes the cost of the user with the smaller cost route after any such iteration, and tu

the cost of any user u in the initial routing assignment, we have that tj∗ ≥ tu for some u. This is
because either each iteration introduces a new user as the smaller cost user, or some user from a
previous round repeats. Hence, while the envy of the routing assignment is higher than k − 1, the
total cost of all users decreases by at least:

(k − 4)tu ≥ (k − 4) min
u

tu,

in each iteration. As the envy of the initial routing assignment is at most k, its total cost is at most
kn minu tu. Hence, in at most O(nk) iterations, the cost will be less than

(n− 1) min
u

tu + (k − 1) min
u

tu,

and the envy reduces to below k − 1. Hence, in:

n · (
∑
k≥4

k) = O(nk2)

iterations, the envy of the assignment reduces to smaller than 4. After each iteration, we run the
envy cycle elimination procedure to ensure Claim 6.2.1 remains true. QED.

Lemmas 6.2.1 and 6.2.2 together establish Theorem 6.2.3.
Our final result considers the setting of identical users. We prove the following theorem.

Theorem 6.2.5. Algorithm 12 finds an α-EF1+OPT routing assignment for α < 3, a single source

single sink network and users with identical cost functions.

We will prove this theorem in the rest of this section. The Algorithm starts by computing an
optimal routing assignment. [78] show that such an assignment is 3-EF . We first show in Lemma
6.2.3 that the routing assignment obtained after every iteration of the while loop is also 3-EF1. This
means that either the assignment has Er equal to 3 and the algorithm continues, or has Er less than
3 and is returned.

Lemma 6.2.3. The routing assignment obtained after every iteration of the while loop in Algorithm

12 is 3-EF1 + OPT.

The proof follows the reasoning of the proof of Lemma 6.2.3 to show that if the routing assign-
ment at the beginning of an iteration is optimal, then so is the one at the beginning of the next. As
each routing assignment is optimal, from [78], it is also 3-EF1.

Thus, the routing returned by Algorithm 12, if it converges, has Er less than 3. It now remains
to show this process converges in polynomial time. For this, we prove the following lemma.
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Lemma 6.2.4. For every iteration r of Algorithm 12, the cost of all users in the routing assignment

P r are in [t, 3t].

Proof. Note that in P 0, every user has cost in [t, 3t]. In any iteration r, after switching the path of
user i to the path of user j, any user whose cost reduces, say i′, must share at least one edge with
i in P r−1, and any user whose cost increases, say j′, shares at least one edge with j in P r−1. The
costs to i′ and j′ from the shared edges must be non-zero, as the change in their costs is only due
to the change in congestion on the shared edges. We will show that the cost of such an i′ in P r is
higher than t, and that of j′ in P r is lower than 3t.

First, when any two users share some edges on their routes in any assignment, then following
the analysis of equation (6.1), we can show that the ratio of their costs from the unshared edges is
at most 3, else we can switch the route of the higher cost user to the other and reduce the total cost.

Now consider i′. Let ts be their cost from the edges shared with i in P r−1, and let ti′ and ti

respectively be their costs from the unshared edges. We want to find the minimum cost of i′ in
P r. We know from the above reasoning that ti/ti′ ≤ 3, and as i switched paths, ti + ts = 3t.

The congestion on the edges of i′ shared with i reduces by 1. This can reduce the cost of i′ from
the shared edges by at most half, hence the new cost of i′ is at least ti′ + ts/2. Now ti′ + ts/2 ≥
ti/3 + ts/2, as ti/ti′ ≤ 3, and ti/3 + ts/2 > (ti + ts)/3 = t, as ti + ts = 3t. Thus, i′ has cost
higher than t in P r.

By a similar analysis we can show that the cost of j′ is lower than 3t in P r, thus completing the
proof. QED.

The proof of the above lemma also implies the following.

Corollary 6.2.1. The number of users with cost 3t and those with cost t reduce by 1 in every

iteration of Algorithm 12.

Lemmas 6.2.3 and 6.2.4 imply that if the algorithm does not converge after some iteration, the
corresponding routing assignment has at least one user with cost t and one with cost 3t. Corollary
6.2.1 implies that the number of users with these costs reduce by 1 in every iteration. As there are
n users, Algorithm 12 converges in at most n/2 iterations, completing the proof of Theorem 6.2.4.

6.3 EXPERIMENTAL EVALUATION

In this section, we use real road networks to construct instances where we evaluate the per-
formance of a fairness-aware algorithm against a simple greedy baseline. First we describe the
specifics of the algorithm, then we describe the data used to construct our experimental instances,
and finally we close the section with the results of our evaluation.
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6.3.1 Algorithms

Fair Algorithm. Our fairness-aware algorithm relies on solving a quadratic integer program
(QIP) that optimizes the total cost to all users subject to given envy constraints. As such a program
can be too expensive to run, we first precompute a small set of efficient s-t paths using well-
studied penalty-based alternate path generation algorithm [95, 117], then solve another QIP that
has the same objective but is restricted to assigning each user one of the pre-computed paths. The
number of routes we produce per s-t pair is typically between 5 and 10, depending on the distance
between the origin and destination. We note that the penalty method is considered to be the gold
standard for producing alternative routes of high quality in road networks. The algorithm proceeds
by iteratively producing a shortest path from origin to destination and applying a multiplicative
penalty to each selected segment. The edge costs we use during alternative route computation are
the free-flow costs, ce(0) = be for each e, and the multiplicative penalty we apply each time an
edge is used is 1.2.

Our QIP is as follows. We denote the set of users by U, the set of paths by P and the union of
edges on these paths by Ep. Also let vu(e) denote the preference cost of user u for edge e, and α

denote the maximum tolerable envy of the assignment. Our primary variables are x(u,p), which are
indicator variables for whether a path p has been assigned to user u. To ease readability, we add
variables (with equality constraints) c(u,u′),∀u, u′ ∈ U for the cost of user u for the path assigned
to user u′, yp for p ∈ P which compute the number of users assigned to a path p, and qe for e ∈ EP

denoting the number of paths assigned in the final solution that traverse through edge e. In the
simulations we have removed these variables.

Minimize
∑
u∈U

c(u,u)

Subject to c(u,u′) =
∑
p∈P

x(u′,p)
∑
e∈p

(aeqe + be + vu(e)), ∀u, u′ ∈ U

c(u,u) ≤ α · c(u,u′), ∀u, u′ ∈ U∑
p∈P

x(u,p) = 1, ∀u ∈ U, p ∈ P

∑
u∈U

x(u,p) = yp, ∀u ∈ U, p ∈ P

∑
p∈P

1(e∈p) · yp = qe,

x(u,p) ∈ {0, 1}, ∀u ∈ U, p ∈ P

Naturally, the QIP is not guaranteed to find an optimal solution in polynomial time, however as we
will see a good approximate solution is extracted, which proves sufficient for practical purposes.
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Greedy Baseline. Our baseline is a greedy algorithm that simulates current navigation systems.
We route requests one by one, and assign each driver to the path that is optimal with respect to her
preferences under current conditions, by means of a simple Dijkstra search. The edge costs are
updated after each request we route.

6.3.2 Data

Graphs We extract graphs from Open Street Maps [118] for New York, Tokyo, Delhi, and the
San Francisco Bay Area (including the whole region from Berkeley to San Jose). Each region
we chose exhibits a different property. For example, Tokyo consists of very dense and highly
connected network; whereas the Bay Area consists of dense areas (city centers) connected rather
sparsely. We believe our choices demonstrate the versatility of our methods over different network
structures.
For each road and intersection, we extracted whether 1. it has a traffic light, 2. it has a stop sign,
3. it is lit, 4. there is a toll, 5. it has a sidewalk, 6. it is on a highway; along with its distance, number
of lanes and maximum speed allowed.
Given the road data, we construct our graphs in the following way:

• We add one node per road in each available direction;

• We add a directed edge from the node representing one road segment to the other if the
corresponding turn is permitted.

• The cost of each directed edge is calculated as the sum of costs for the starting road segment
and the corresponding turn.

The sizes of each graph we obtained are summarized in the following table.

Region Name # of Nodes # of Arcs

Bay Area 4.7M 10.1M
Delhi 1.3M 3.3M

New York 2.5M 5.5M
Tokyo 11.3M 26.8M

The costs per roads are calculated using the functional form of the Bureau of Public Roads [119],
similar to [85, 120]. Specifically we set:

ce(x) = tf
e

κe

x + tf
e ,
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(a) Delhi (b) New York City

Figure 6.1: Plots of our algorithm showing a trade off between fairness and optimality. The x axis shows
a decreasing fairness requirement. Each point, say 1.02, indicates that we only allowed route assignments
where the maximum envy ratio was at most 1.02. The y axis shows the cost of the solution (normalized by
the cost of baseline, also shown in the figure). While it is natural to expect that the cost will reduce with a
more relaxed constraint, our findings show that in all cases, for small envy ratios, the cost is near optimal.
In other words, almost fair and near optimal solutions exist and can be computed.

where tf
e is the time to cross the edge when the road is empty, i.e., the free-flow travel time, and κe

is the capacity of the street, defined as the number of lanes multiplied by the free-flow speed.

Traffic Flows To generate traffic flows, we create uniformly random routing requests between
pairs of locations in the cities. We set the preference of each user randomly: Some may want to
avoid tolls and prefer lit roads, whereas some may want to avoid left turns but prefer highways.
The typical number of requests between a pair of locations is approximately 1, 000 vehicles.

Parameter Values. For each city, we run our fair algorithm with 8 envy-freeness target values: 1
to 1.1 in steps of 0.02,, then 1.25 and 1.5, and record the corresponding cost. Note that the greedy
baseline is not parameterized by an envy-freeness target value, and instead naturally induces some
maximum envy, which we also record, along with the solution’s cost. We run the experiment in
each city, for two classes of trips: 0 to 15 km trips and 15 to 30 km trips. In each class we generate
5 instances.

6.3.3 Results

The main outcome of our evaluation is that over a number of cities with diverse road network
architectures, our fair algorithm outperforms the natural (and typically in use) greedy baseline in
both dimensions: fairness and cost, when the envy-freeness parameter is chosen correctly.

We present plots that show the baseline as a point in the envy vs cost two-dimensional plain
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(a) Delhi (b) New York City

Figure 6.2: Plots comparing the performance of our algorithm with the baseline over two dimensions:
fairness and optimality. The x axis shows several envy ratio constraints, and the y axis shows the the
average cost of the solution (normalized by the cost of the baseline). The baseline is a single point as it is
not parameterized by an envy target, in contrast to our algorithm. Our findings show that in all cases, our
algorithm performs better than the baseline in terms of both the fairness and optimality. The points that
show the best solutions of our algorithm, that is, those that are most envy-free and have cost lower than the
baseline, have (envy, cost) values (1.017343, 0.9986738758) for Delhi and (1.021151, 0.997642824) for
New York city.

and our algorithm as various points, depending on the envy target. Our points are given by trips
aggregated in buckets based on their length in km. The results for the cities Delhi and New York
City, are shown in Figures 6.1 and 6.2. The full results are in Figures 6.3 and 6.4.

In these plots, points that are lower and to the left are better than points that are higher and to
the right. In each one of the cities, we observe gains by applying our fairness-aware algorithm as
opposed to the greedy baseline when the algorithm’s envy parameter is chosen to be higher than
1.02. We also observe the trade-off between optimality and fairness by the curve of the algorithm.
The cost of routing assignments with envy parameters stricter (that is, smaller) than 1.02 increases
rapidly, indicating that an ideal cost-fairness trade-off would be to sacrifice about 2% fairness to
keep the cost of each user reasonably low. In general, slightly relaxing fairness can give strong
gains in terms of cost, which become diminishing rather quickly and further relaxations on the
max envy ration have a relatively small impact on the total cost.
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(a) San Francisco (b) Tokyo

Figure 6.3: Plots of our algorithm showing a trade off between fairness and optimality. The x axis shows
a decreasing fairness requirement. Each point, say 1.02, indicates that we only allowed route assignments
where the maximum envy ratio was at most 1.02. The y axis shows the cost of the solution (normalized to
the cost of baseline, also shown in the figure) for each requirement. While it is natural to expect that the
cost will reduce with a more relaxed constraint, our findings show that in all cases, for small envy ratios, the
cost is near optimal. In other words, almost fair and near optimal solutions exist and can be computed. We
show the corresponding plots of the greedy algorithm too for comparison, but illustrate that in more detail
in Figure 6.4.

(a) San Francisco (b) Tokyo

Figure 6.4: Plots comparing the performance of our algorithm with the baseline over two dimensions:
fairness and optimality. The x axis shows several envy ratio constraints, and the y axis shows the the
average cost of the solution (normalized by the cost of the baseline). Each point shows the cost of the
optimal solution among those that satisfy the corresponding envy constraint. The baseline is a single point
as it is not parameterized by an envy target, in contrast to our algorithm. Our findings show that in all cases,
our algorithm performs better than the baseline in terms of both the fairness and the total cost of the solution.
The optimal (envy,cost) values obtained by our algorithm are (1.0231634, 0.9974964011) for San Francisco
and (1.004555, 0.9893005474) for Tokyo.
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CHAPTER 7: FAIR ROUTES WITH ALTERNATE SUGGESTIONS

In this chapter, we explore the routing traffic setting, where drivers arrive in a streaming fashion,
and their cost functions for the roads may dynamically change. Our goal is to assign paths to each
user that guarantee fairness and economic efficiency.

This setting models web-based routing platforms, that address the important every-day problem
of navigating drivers in the road network and have reached numbers of users that are in the billions.
The expectations from the users perspective is that the platform will provide them with a latency
minimizing route to the location they want to reach, and is fair to them. First, even without the fair-
ness requirement, to find such a latency minimizing route, the platform needs to maintain accurate
estimates of the availability of road segments as well as their expected delays. This is informa-
tion that, by the nature of road networks, is dynamically changing. These changes, which can be
attributed to events such as road closures and accidents or even to natural perturbations of traffic
demands, significantly complicate the task of recovering the optimal route between endpoints.

The complexity of finding a shortest path in the presence of dynamic costs stems from various
reasons. For one, a dynamic shortest path computation is much more demanding in terms of
latency than a shortest path on static costs. Standard pre-computation methods employed to make
road networks amenable to fast shortest path search [121] are not applicable in the dynamic setting,
whereas those that are [122, 123] need some time to update the costs and always have some lag in
reflecting the true conditions on the road network. A second complexity stems from the fact that
accurately predicting the delay of a route is by definition an easier task than accurately predicting
the delay of each one of its individual road segments (since accurate segment delay predictions
yield accurate route delay predictions). Path search requires the latter whereas evaluating a path
requires the former, meaning that platforms might be able to produce good estimates for the routes
but can have a hard time actually finding the best ones.

Our main thesis is that, utilizing past data on the demand between origin-destination pairs in
the network and on the historical travel times observed on road segments, a routing platform can
get past the challenges outlined in the previous paragraph and can provide high quality routing to
its users. Such data is amply available to routing platforms. We show both with analytical results
and with experiments on real city graphs that the solution reached by our algorithm is very close
to the one that can be achieved with perfect travel time predictions. Our approach relies on pre-
constructing a set of alternative routes for each user that we anticipate to see in the network. We
do not require knowledge of specific characteristics of the user, just an estimate on the number of
them that will request to be routed from a given origin to a given destination. Our algorithm will
then assign a route from these pre-computed alternatives to the user upon arrival in the system.
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7.1 PRELIMINARIES

We will denote by [k] the set {1, 2, . . . , k − 1, k}.
Model. We consider the setting where a set of n users wish to travel between a given pair of nodes
in a road network in a congestion aware manner. It is known that only a constant fraction c ∈ (0, 1]
of the users will be active. Our aim is to assign a small set of paths to each user such that for
any cn-sized subset of users, if these users appear in any order and greedily choose the shortest
unassigned path from their pre-assigned paths, the resulting path assignment is comparable to an
optimal assignment of paths that could be computed after the set of users is known.

We formalize this setting using the following definitions.

Definition 7.1.1. [Routing instance] This is a tuple ⟨n, s, t, C⟩, where s, t are nodes in G, and n

is the number of users who wish to travel from s to t. C is the set of non-negative monotone cost

functions ce : n→ R≥0 for each edge e in the road network G.

Definition 7.1.2. [Routing Algorithm] Given an instance ⟨n, s, t, C⟩, and a subset of cn users for

some constant c > 0, an algorithm that generates a set of cn paths from s to t, one for each user,

is called a routing algorithm.

Definition 7.1.3. [Alternate route assignment] Given an instance ⟨n, s, t, C⟩, an alternate route

assignment is a set of n sets of paths from s to t, denoted by R = {R1, R2 . . . , Rn}, where the ith

set Ri is assigned to the ith user.

Definition 7.1.4. [k-ALTALGO] An algorithm that generates a routing by first creating an alter-

nate route assignment to n users such that every user is assigned at most O(k) paths, then a routing

using alternates as per Definition 7.1.5, is called k-ALTALGO.

Definition 7.1.5. [ROUTFrmALT] Given an alternate route assignment R to n users, and a subset

of cn users for some constant c > 0, an algorithm that generates a routing by first ordering the

users arbitrarily, then giving to every ith user the shortest path from Ri that has not been assigned

to any of the first i− 1 users, or if all paths in Ri are already assigned then the shortest path in Ri,

is called ROUTFrmALT. The output of the algorithm is denoted by r = {r1, r2, . . . , rN}, where

N = cn.

In this paper, we design k-ALTALGO algorithms for some small k. We compare the routing
obtained from the ROUTFrmALT that use these k-ALTALGO with an optimal routing algorithm
using the following notions of optimal algorithms and approximation parameters.

Optimal routing. We consider an optimal routing as that obtained by a greedy algorithm that
iteratively computes the shortest path for all the n users. Denote the optimal set of paths for all
n users as OPT = {P1 . . . , Pn}. These paths need not be distinct. Note that we can assume the
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preference relation Pi ≻ Pi for any two paths where i < j, by ranking the n paths after they are
computed according to the users’ identical cost functions. Then for every c ∈ (0, 1], the first cn

paths of P are the optimal assignment for any cn-sized subset of users.
Approximation parameters.

Rank. If the ROUTFrmALT that uses a k-ALTALGO results in all the users choosing paths
ranked at most (α · cn) for any cn-sized subset of the users in expectation, then we say that this
k-ALTALGO is an α-rank approximation of the optimal algorithm.

Note that higher the value of k, easier it is to ensure a good rank approximation guarantee. For
example, if k = n, then we can assign all paths to every user, and any subset of cn users will be
able to choose one of the top cn paths. We show such an assignment exists with high probability
for a particular ordering of the users for k = log n.

Fairness. We define two notions of fairness. First is using what we call the envy ratio, which is
defined as the ratio between the worst and the best routes of any route assignment. If the envy ratio
of the assignment produced by ROUTFrmALT is β, then we say its corresponding k-ALTALGO is
a β-envyfree algorithm.

Our second notion measures the fairness of the assignment of alternate routes as follows. Con-
sider the alternate routes assigned to any user i. We say this user envies some other user j up to at
most p paths, denoted by EFp (read as envy-free up to p paths) if after removing their commonly
assigned paths, the best path of i is no worse than the pth best path of j. We call a k-ALTALGO
EFp if it generates an assignment that is EFp for each user.

In this paper, we show two algorithms, a log n-ALTALGO deterministic algorithm which gives
a constant factor like rank guarantee in expectation. Then with a slightly higher number of paths
and using randomization, we obtain O(log2 n/ϵ)-ALTALGO, which gives a PTAS like (1 + ϵ)-rank
guarantee with high probability. Both algorithms also ensure envy-free fairness guarantees. We
discuss these in the following sections.

7.2 ANALYZING USERS DETERMINISTICALLY

In this section we will prove the following theorem.

Theorem 7.2.1. For any routing instance ⟨n, s, t, C⟩, Algorithm 13 is a 4(1 + 2/e)-rank approxi-

mation to OPT.

Algorithm 13 works as follows. We first compute 2t − 1 optimal paths, for 2t − 1 the smallest
integer higher or equal to n. Then we have two stages of assigning alternate routes to each user.
The first is the deterministic stage. Here we first create 2t sets of alternates as follows. Path P1 is
assigned to all the n users. Then for every i, the next 2i paths are each assigned to a distinct set of
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Algorithm 13: (log n)-ALTALGO
Input : ⟨n, s, t, C⟩
Output: Alternate routing assignment that assigns at most O(log n) paths to each user

1 2t :− smallest power of 2 higher than n
Compute 2t − 1 OPT paths

2 OPT :− ∅
3 T :− {0}m // initialize congestion of every edge e to Te = 0
4 for i ∈ [2t − 1] do
5 Find shortest path Pi in G where each edge has weight ce(Te)
6 Add Pi to OPT
7 for edge e in Pi do
8 Te ← Te + 1

Assigning alternate routes:
1. Deterministically assign O(log n) paths

9 for i ∈ [2t − 1] do
10 Ri ← ∅ // initially no paths assigned
11 for j ∈ [t] do
12 l← 2j−1 + ⌊ i·2j−1

n
⌋

13 Ri ← Ri ∪ {Pl}

14 for i ∈ [2t − 1]\[n] do
15 Ri−n = Ri−n ∪Ri // assign any excess alternate sets to users

16 Return R = {R1, R2 · · · , Rn}

2t−i users. After these sets are formed, we assign the jth and ((j + n)mod(2t− 1))th sets to the jth

user. The next phase then randomly picks k users for every user u, and assigns the union of their
deterministically assigned sets to u.

If n is not of the form 2t − 1, the algorithm creates extra paths and assigns more paths to each
user, which will help in our analysis. Hence, for worst case analysis, we will assume n = 2t − 1
for some t. We now set up some notation for analyzing this algorithm.

Notation

Bipartite Graph Matching. Let us call a user active if they are a part of the selected cn sized
subset of users, and call a path active if it is assigned to any active user. We associate to Algorithm
13 a bipartite graph GALT of active users and active paths where edges are drawn between users and
their assigned paths, and have weight n minus the rank of the path. Let us denote the maximum
weight maximum size matching of this graph for Algorithm 13 by M(GALT). Note that for the
algorithm to have an α rank approximation, M(GALT) should have a perfect matching of weight at
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least n ∗ cn−∑α∗cn
i=1 i.

Levels of Paths. We associate with each path a level, which is an integer in [0, log(n/2)], defined
as the log of the fraction of users who got assigned this path. That is, if a path p was assigned to
n/2i users in the deterministic stage of the algorithm, then the level of path p is i.

For every path p at level j, let U(p) and A(p) respectively denote the sets of users and active
users who were assigned p. Note that |U(p)| ≥ 2t−j. Then let pj−k for all k ∈ [j] denote the path
from some higher level also assigned to any user who was assigned p. Also let Pj+k for k ≥ 1
denote the set of paths from any lower level also assigned to some user who was assigned p.

To prove Theorem 7.2.1, we now prove a series of lemmas about Algorithm 13. The first shows
that every user can be assigned a distinct path from OPT using the alternate routing assignment
given by Algorithm 13.

Lemma 7.2.1. For any routing instance and any subset of cn users for any c > 0, |M(GALT)| = cn.

Proof. We will prove that a perfect matching can be obtained by using edges in M(GALT) only
from the paths assigned in the deterministic stage of the algorithm.

We show by induction on l that if there are l levels of paths assigned as per Algorithm 13, then
iteratively matching the largest rank path available to users arranged arbitrarily ends in a perfect
matching. If there are l + 1 levels, then consider the subsequence of the users that would get
assigned some path from the last level according to our heuristic. Remove these users and all the
active paths that are in the last level from GALT. Note that as we assign these paths before any other
path, the number of paths removed is at most (hence equal to) the number of active users removed.

Now all the remaining active users must have had one of the removed paths assigned to them.
Note that for any integer j, a path p on level j is assigned to at most 2t−j users. Hence the removed
paths were each assigned to at most 2 users, and one of them got matched. Therefore, we now have
half the number of unmatched active users, and paths of at most l levels. The number of active
users for each path on any level j < l is also equal to the number of users that are given some
path in Pj+(l−j), hence at most half the original number of users. Thus this is an alternate paths
assignment of l levels, which ends in a perfect matching by inductive hypothesis.

For the base case, if there is a single level, then there is 1 active path and 1 active user, which is
a perfect matching. This completes the proof. QED.

For the next lemma, let the active rank of an active path be its index in the vector of active paths
ordered by decreasing rank in OPT.

Lemma 7.2.2. The expected rank of the path with active rank (cn) is at most (1 + 2/e)cn.

Proof. Consider a path p at level j where 2j ≤ cn. There are n/2j users in U(p). The probability
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that this path is not active is,

µ =
(

n− n/2j

cn

)
/

(
n

cn

)

= (n− n/2j)!
(n− n/2j − cn)!

n!
(n− cn)!

=
n/2j∏
i=1

n− n/2j − cn + i

n− n/2j + i

≤
(

n− cn

n

)n/2j

= (1− c)n/2j ≤ e−cn/2j ≤ 1
e

.

(7.1)

Hence, the expected number of active paths from paths of level j is 2j · (1 − µ) ≥ 2j(1 − 1/e).
In other words, at least (1− 1/e)cn of the first cn paths are active in expectation. The rank of the
(cn)th active path is the rank of the (cn/e)th active path from those ranked above cn. As each path
on level j has at least one path in its set Pj+k, there are at least (2j(1− 1/e)) active paths on level
j +1 as well. For worst case, if all of these paths are the last ranked paths on level j +1, that is, the
expected active paths on this level have ranks {2cn, 2cn − 1, 2cn − 2, . . . } then the first of these
has rank (1 + 1/e)cn + 1, and the (cn/e)th active path has rank (1 + 2/e)cn. QED.

Lemma 7.2.3. GALT matches every user with a path of rank at most (1 + 2/e)cn in expectation.

Proof. From a similar reasoning as the proof of Lemma 7.2.1, we can show by induction on level
j that we get a perfect matching in expectation by assigning users active paths from level log(2cn)
and higher. We use Lemma 7.2.2 to show there are enough active paths on each level in expectation
to match to at least half the remaining active users. The optimal matching can only do better, hence
we get the lemma. QED.

We now refer to the online stochastic matching results from [124]. They show that when a
matching exists in expectation, we can get the following.

Lemma 7.2.4 ([124]). A (1 − 1/e) fraction of the cn users will get matched to paths as per the

expected offline matching, if users arrive in arbitrary order and choose the greedily best available

path.

We use this to prove our main Theorem 7.2.1.

Proof of Theorem 7.2.1. From Lemmas 7.2.3 and 7.2.4, we can say that (1 − 1/e)cn users get
matched to one of the first (1 + 2/e)cn paths. The remaining users must be matched to a path at
some lower level. While the expected active users bound from equation (7.1) does not apply for
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these levels, we know that there are at least cn/e(1 − 1/e) expected active paths assigned to the
remaining cn/e active users at level log(cn/e) from the same equation. As each of these also gets
a path from the lower levels, this means that there are at least t = cn/e(1 − 1/e) expected active
paths in all the lower levels. t users get matched to some path from level log(2(1 + 2/e)cn), and
the remaining from the next level, as 2t > cn/e. Thus, all users get matched to a path of rank at
most 4(1 + 2/e)cn. QED.

We now prove fairness guarantees of Algorithm 13.

Theorem 7.2.2. Algorithm 13 is EF1 and 2-envy free.

Proof. We first show the algorithm is EF1. Consider any two users i and j, and denote the path
assigned to user k ∈ {i, j} from level u be pk

u. Suppose the paths assigned on the first l levels are
the same for both, i.e., pi

u = pj
u for all u ∈ [l], and without loss of generality, i has been assigned

the smaller rank path at level l +1, i.e., pi
l+1 < pj

l+1. Then for each path assigned to j, i has a better
rank path assigned to them, that is, pi

v < pj
v for all v ≥ l + 1. Also, for each path assigned to j, the

rank of the path assigned to i at the next level is bigger, that is, pj
v < pi

v+1 for all v ≥ l + 1. Hence,
the algorithm is EF1, as it is EF1 for any pair of users.

Next we show 2-envy freeness. We first show by induction that the paths computed by the
iterated greedy algorithm after any kth iteration have cost at most twice the cost of the best path
after that iteration. This is trivially true after the first iteration. For any later k, let path p be the
best path before the next is computed. As recomputing p as the next best path induces a cost at
most twice the cost of p, the greedy algorithm will only find a path with envy ratio at most 2 to p.

Next, as every path computed in a previous iteration except p was 2-envy free with respect to p, and
the best path after the next iteration cannot have a smaller cost than p, it will be 2-envy free with
respect to the best path after the (k + 1)st iteration as well. If the new path is also p, then the new
cost of p with one more user can only be twice its earlier cost. As all other users had higher costs,
the new cost cannot be more than twice that of any other path. Hence the assignment is 2-envy free
with respect to p as well.

To summarize, all the paths computed by the iterated greedy algorithm have an envy ratio at
most 2 with each other. As Algorithm 13 guarantees that distinct rank paths can be assigned to
each user, the congestion on any path in the assignment formed by the algorithm is not worse
than its congestion in the greedy algorithm, hence the envy ratio guarantee is maintained. Hence
Algorithm 13 is 2-envy free. QED.
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Algorithm 14: Route Assignment Algorithm for Identical Users
Input : ⟨n, s, t, C⟩
Output: Alternate routing assignments that assigns at most O

(
log2 n

ξ2

)
paths to each user

1 Let N := ⌈log1+ξ(n)⌉
2 Choose m = ⌈(1 + ξ)n⌉ paths using the iterative greedy algorithm, p1, p2, . . . , pm

3 for j = 1 . . . N do
4 let Bj :=

{
p1, p2, . . . , p⌈(1+ξ)j⌉

}
5 for user i = 1 . . . n do
6 Ri := ∅
7 for j = 1 . . . N do
8 Sample 4

ξ
(2 ln |Bj|+ 2) paths from Bj uniformly at random and put them into Ri

7.3 ANALYZING USERS VIA RANDOMIZATION

Given the assignments (or recommendations), users pick the best route available greedily among
the recommendations. In 8, we will show that, for any fixed permutation of users π, ith user in order
will always be assigned to a path of rank at most (1 + O(ξ)) · i with constant probability. It is easy
to see that by repeating the algorithm a constant number of times, the probability can be made
arbitrarily small without affecting the asymptotic number of recommendations per user.

Theorem 7.3.1. For any permutation of users π, above algorithm will be a rank-(1 + O(ξ)) ap-

proximation with probability ≥ 1
3 .

Proof. Let Xi be the event that each user πj , for all j ≤ i, is assigned to a path of rank at most
(1 + O(ξ))j. Note that the recommendations for ith user, Ri, are independent of X1, . . . , Xi−1.
Furthermore Pr[X1] = 1, since the shortest path p1 is available to all users.

Now consider ith user. Let’s define j := ⌈log1+ξ(i)⌉+ 1. If we can show that user is assigned to
one of the paths from Bj which has not been assigned to any of the previous users, then this means
the rank of the path chosen by this user will be at most (1 + ξ)3i ≤ (1 + 3ξ)i. The number of paths
available to ith user is at least |Bj| − (i− 1) ≥ (1 + ξ)⌈log1+ξ(i)⌉+1− (i− 1) ≥ ξ · i ≥ |Bj| ξ

(1+ξ)2 ≥
ξ
4 |Bj|.

Since the recommendations from Bj are uniformly distributed, the probability that ith user is
given a route which has not been assigned yet is at least:

Pr[Xi|Xi−1] ≥ 1− (1− ξ

4)
4
ξ

(2 ln |Bj |+2) ≥ 1− 1
e2|Bj|2

≥ 1− 1
e2i2 .
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Consequently,

Pr[X1 ∧X2 ∧ . . . ∧Xn] ≥
∏
i=1

(
1− 1

e2i2

)
≥ 1−

∑
i=1

1
e2i2 ≥ 1− π2

6e2 ≥
1
3 . QED.

Theorem 7.3.2. Algorithm 14 is 2-EF.

Proof. From the same reasoning as of the proof for the deterministic algorithm 13, we can say that
the iterated greedy algorithm itself assigns paths such that no two users have an envy ratio of more
than 2. Hence, as the alternate path assignment of Algorithm 14 also assigns paths computed in
distinct iterations to each user, it does not affect this guarantee. QED.

7.4 EXPERIMENTS

7.4.1 Algorithms

We simulate a generalized version of Algorithm 13, as shown in Algorithm 15, for demands with
non-identical source and/or destination requirements. Not that for this case, the iterated greedy
algorithm will generate different paths depending on the ordering of the users. Ideally, we would
like to assign alternates that give a good guarantee over all possible permutations of the users,
and over all possible optimal assignments. It turns out that a few random permutations suffice.
Our algorithm computes the optimal greedy path assignment 3 times for 3 different permutations
of the users. It then considers all subsequences of paths of identical users from each set, and runs
Algorithm 13 to generate an alternate path assignment for these. The final set of alternates assigned
to each user is the union of paths assigned for each random permutation of the users.

Heuristic. For a large number of users, Algorithm 15 could be inefficient, hence we run the
algorithm on a simplified graph obtained as follows. There are two intuitive reasons that help us
obtain a good heuristic. First, an s−t pair of nodes that is far away from another pair will not affect
congestion values on the optimal paths between the other pair, hence we can compute the greedy
paths of both pairs separately. Second, there cannot be too many desirable distinct paths between
pairs of nodes where the source and destination nodes are close to each other, and when the number
of users is high, the optimal assignment will recompute older paths frequently as optimal in future
iterations. Hence, we perform the following pre-processing.

Graph Sparsification. We select a large number of s − t pairs of nodes randomly, and run
the iterated greedy algorithm to compute a fixed number of paths for each. The number of paths
increases with the distance between the source and destination nodes. We collect the edges that lie
on any of these paths, and run Algorithm 15 on the subgraph formed with these edges, and for a
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random demand over these s− t pairs. The exact details of this preprocessing are specified in the
next section.

Algorithm 15: (3 log n)-ALTALGO for non-identical users
Input : ⟨(ni, si, ti)i∈[k], C⟩
Output: Alternate routing assignment that assigns at most O(log n) paths to each user

1 for all i ∈ [k] do
2 2ti :− smallest power of 2 higher than ni

3 L← list of
∑

i 2ti users with 2ti users associated with pair si − ti.
4 for j ∈ [3] do
5 Lj ← arbitrary permutation of L

Compute
∑

i(2ti − 1) OPT paths
6 OPTj :− ∅
7 T :− {0}m // initialize congestion of every edge e to Te = 0
8 for i ∈ [∑k(2tk − 1)] do
9 (si, ti)← source-destination pair associated with user i

10 Find shortest path Pi from si to ti in G where each edge has weight ce(Te)
11 Add Pi to OPTj

12 for edge e in Pi do
13 Te ← Te + 1

Assigning alternate routes:
1. Deterministically assign O(3 log n) paths

14 for i ∈ [k] do
15 for j ∈ [3] do
16 OPT i

j :− subsequence of OPTj with demand si − ti

17 Ri
j ← Alternate route assignment of OPT i

j as in Algorithm 13

18 Ri ← ∪jR
i
j // alternate route assignment to users with

demand si − ti

19 Return ∪iRi

7.4.2 Data

Graphs We extract the the San Francisco Bay Area graph from Open Street Maps [118] (includ-
ing the whole region from Berkeley to San Jose). For each road and intersection, we extracted its
distance, number of lanes and maximum speed allowed.

Given the road data, we construct our graphs as follows:

• We add one node per road in each available direction;
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• We add a directed edge from the node representing one road segment to the other if the
corresponding turn is permitted.

• The cost of each directed edge is calculated as the sum of costs for the starting road segment
and the corresponding turn.

The costs per roads are calculated using the functional form of the Bureau of Public Roads [119],
similar to [85, 120]. Specifically we set:

ce(x) = tf
e

κe

x + tf
e ,

where tf
e is the time needed to cross the edge when the road is empty, i.e., the free-flow travel

time, and κe is the capacity of the street, defined as the number of lanes multiplied by the free-flow
speed.

Parameters. To apply the graph sparsification heuristic, we select 9 sets of s − t pairs of nodes
uniformly at random from the original graph, where the ith set has pairs of nodes that lie at dis-
tances 5i km to 5(i + 1) km from each other. We compute 5(i + 1) paths for each pair in the
ith set. We then select a demand flow for each s − t pair as per the inverse square law between
the demand and distance between the source and destination from [125]. Formally, the law is,
ρ(r, f) = µ/(rf)ν , where ρ(r, f) is the flow between a pair of nodes, r is the distance between the
nodes, f is the frequency of travel between the nodes, µ is a proportionality constant dependent
on the area under observation, and ν ≈ 2. Using this law, we generate 3900 s-t pairs of nodes as
follows and run the iterated greedy algorithm on each separately. The Bay area graph is sparsified
by removing all edges that do not lie on any path of the above greedy computations.

s-t distance (r) (km) # s-t pairs # Paths / pair # Users / pair (ρ)

5-10 1000 10 1000
10-15 675 15 675
15-20 500 20 500
20-25 400 25 400
25-30 350 30 350
30-35 300 35 300
35-40 250 40 250
40-45 225 45 225
45-50 200 50 200

Total 3900 91250 3900
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(a) Comparing the total cost of an assignment of our al-
gorithm with the greedy optimal over 5 iterations. The
algorithm gives near-optimal costs for any selection.

(b) Envy ratio of the algorithm and the greedy optimal as
a function of the distance between the source and destina-
tion nodes. For any distance range, our algorithm ensures
approximate fairness.

The resulting graph has 4.6M nodes and 2.4M edges. Out of these nodes, only 2.1M are
non-isolated, and the average degree of the sparse graph is approximately 1.14. Compared to the
original Bay Area graph which has 4.7M nodes and 10.1M edges and is well connected, this
speeds up the path computation algorithm considerably. We also do not lose out on optimality as
shown formally by comparing the congestion cost results of our algorithm with the optimal one.

We run Algorithm 15 on the sparse graph. We randomly select 1000 users for 5 iterations and
generate comparison plots for analyzing the fairness and optimality of our algorithm.

7.4.3 Results

We illustrate the performance of our algorithm by comparing the fairness and optimality of the
same with the optimal iterated greedy algorithm. For this, we take a random permutation of the
selected users and run the optimal iterated greedy algorithm again. We then run the ROUTFrmALT
corresponding to our alternate routing Algorithm 15 on this permutation of the users.

For both of these algorithms, we first compare the total congestion cost of the users obtained in
the two algorithms in Figure 7.1a. We also show a comparison of the maximum, minimum and
average cost of any user in each run of both algorithms. These plots are shown in Figures 7.2a and
7.2b. They show that the total cost of our algorithm does not reduce even after reducing the graph
available for each user, that is, a union of alternate paths. Next we compare the fairness of both
algorithms. Note that with non-identical users, the envy-ratios can be distinct for users of distinct
s − t pair set. We cumulate these by taking the maximum, minimum and average values over all
distinct values. Figure 7.1b shows the envy-ratios obtained in both runs for each algorithm.
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(a) Algorithm (b) Greedy optimal

Figure 7.2: Plotting the maximum, minimum and average cost of both Algorithm 15 and the greedy optimal
algorithm. The left-most bars mark the maximum cost, the middle bars the minimum and the right bars the
average cost of each selection of users. It can be seen that for every iteration, according to any key statistical
metric, the cost of our algorithm is always near-optimal to the cost of the greedy optimal solution

Figure 7.3: Illustration of our algorithm. There is one user who wants to go from A to D and two users who
want to go from A to E. (Top) Suppose the first user is given routes (A, B, D) and (A, B, C, D); the second
user is given routes (A, B, D, E) and (A, F, G, E) and the last user is given routes (A, F, G, E) and (A, H,
I, E) all in order of preference. (Middle) If the users arrive in order 1, 2 and 3; then the second user will
pick route (A, F, G, E) due to the congestion on edge (B, D); and the third user will pick the route (A, H, I,
E). (Bottom) If the users arrive in opposite order; then the first user has to choose (A, B, C, D) due to the
congestion on edge (B, D).
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CHAPTER 8: CONCLUSION AND FUTURE WORK

This thesis focuses on computational aspects of the fair division problem with indivisible re-
sources. We extend the theory to more general settings, namely agents with asymmetric enti-
tlements/weights, mixed resources, and beyond additive valuations. Our work can be extended
in several directions. We propose one specific problem for immediate future work, and describe
some methods that can be used to solve it, followed by a broader fair division problem. We also
propose two directions of research that are important, in our opinion, for fair division, but whose
explorations will require several new ideas beyond this thesis.

SUBLINEAR FACTOR ALGORITHM FOR ASYMMETRIC NASH WELFARE WITH
ADDITIVE VALUATIONS

The Nash welfare problem with asymmetric agents who have additive valuation functions, has
two state-of-the-art results - the first is SMatch from this thesis (Chapter 3), which gives an O(n)
factor approximation, and the second is [38], who give an O(γ3) factor approximation, where n is
the number of agents, and γ is the ratio of the largest and the smallest agent weights. The following
are some ideas to improve these results to yield a sublinear factor algorithm.

Improving the analysis of SMatch for the symmetric agents sub-case. We simulated SMatch
for the symmetric weights setting with general additive functions, and could not find an instance
for which the algorithm gave a worse than 1.45 factor approximation. We also have shown a worst
case analysis that confirms this factor for the restricted additive valuations special case. The first
step would be to extend this restricted additive functions result to the general additive setting.

The current bottleneck in showing a worst case constant factor guarantee for the general additive
setting, is our observation that every agent may lose at most n goods in every iteration of the
repeated matching algorithm. This adds an O(n) factor in the approximation factor. However, this
analysis is naive. Note that not all the agents can lose O(n) items in a single round, as only n items
have been allocated in all. Further, the Nash welfare objective is, in some sense, computing the net
loss to all the agents together. Hence, if only constantly many agents, or even a sublinear number
of agents, lose O(n) items in every round, the Nash welfare objective will not add an O(n) factor
in the final factor.

Ideas from submodular Nash welfare series of works. The Nash welfare problem with sym-
metric weight agents and submodular valuations has seen a remarkable series of improvements.
Starting from our algorithm RepReMatch and its O(n log n) factor analysis, each work has intro-
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duced new ideas that has resulted in a constant factor algorithm. A lot of these works use the idea
of unmatching the higher valued items and rematching them, as a key subroutine. One direction
would be to see if the ideas introduced by these works are useful in the asymmetric agents case.

SHARE BASED FAIRNESS FOR ASYMMETRIC AGENTS WITH BEYOND ADDITIVE
VALUATIONS

Maximin share is a share based fairness notion. The idea of such notions is to compute a value or
a share that is considered fair for each agent, and design algorithms that give every agent their fair
share value. There are several proposed extensions of the maximin share for the asymmetric agents
setting, but all of them have a linear factor worst case inapproximability. Another consideration
is the beyond additive valuations setting, where the MMS problem has not been well-studied.
Therefore, our two broad questions are,

• What share based fairness notions and problems should be explored for the fair division
problem with asymmetric agents?

• Can one design constant factor algorithms, that improve known results, for MMS and other
share based notions, when the agents have beyond-additive valuations?

APS. The first question’s answer may be the any price share (APS) notion [21]. This is a new
share based notion specifically proposed for the asymmetric agents setting. It also has the property
that its value for the symmetric agents special case is equal or higher than the symmetric maximin
share values. The introductory paper [21] show a constant factor approximation with asymmetric
agents and additive valuations. Therefore, one possible extension could be similar approximations
for beyond additive valuations. This may in turn be

MMS with beyond additive valuations. The MMS problem has been studied for the submodular
valuations and beyond submodular valuation settings. To improve our understanding of MMS in
these settings, one possibility is to relax the valuation functions and explore some of the rich
classes that lie between additive and submodular functions. For instance, we propose the problems
of MMS with weighted matroid rank valuations, and the more general Rado valuations.

AXIOMATIC APPROACH TO FAIR ROUTING

A broad direction is to develop an economic theory of fair routing. Classic fair division theory
has evolved starting from designing axioms that fairness notions must satisfy, desirable additional
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properties they can have, then proposing definitions that satisfy the axioms, and efficient methods
to achieve them. Routing problems is a fundamental setting which should have their fairness theory
developed in a similar way. To start this research, one can study the survey [126], that proposes
axioms for fairness notions for the setting of goods with externalities, meaning settings where the
utility of an agent is affected by the allocation to other agents as well. Congestion aware routing
settings have externalities, as one agent’s path affects the cost to other agents, when their paths
intersect.

BEYOND WORST CASE HARDNESS OF FAIR DIVISION

Computational fair division has largely followed the classical notions of worst case analysis and
traditional complexity theory. One may get a better understanding through exploring other notions.
For instance the following two directions would be interesting to explore.

Smoothed and average case analysis. Most fairness notions are NP-hard, even for very simple
settings, for instance even with 2 agents. Fair division theory has looked at relaxations like ap-
proximation and randomized algorithms as a solution to bypass the hardness. However, worst-case
analysis may not necessarily be the right answer for understanding the hardness of fair division.
Empirical works regularly show results along the lines of - for most instances, a particular notion
exists, or has a good approximation algorithm, far better than what worst analysis has managed
to prove. The paradigms of average case analysis and smoothed analysis of worst case inefficient
algorithms may be better languages to explore intractability.

Proof complexity to improve understanding of existence. Proving the existence of fair alloca-
tions, for certain notions of fairness, is an important branch of fair division. For example, consider
the problem of showing that an EFx allocation always exists. Significant efforts have been unable
to resolve this question even when there are 4 agents with additive valuation functions. We wonder
if this inability to prove such a statement is arising due to the complexity of such a proof - meaning,
an instance that invalidates this statement is large, or the proof of existence is too complex. Proof
complexity is a paradigm in complexity theory that explores such questions. The idea of this area is
to systematically organize all types of proofs, creating an ordering of systems of proofs. Then for a
chosen question, we show statements of the form that any system up to a certain rank in this order-
ing, would fail in providing a short proof of the question, thus partially indicating the hardness of
the question. While proof complexity is largely developed to refute short proofs specifically of the
classic SAT problem, we believe it is worthwhile to explore if there could be some kind of lifting
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theorems or reductions, that extend the ideas to other problems, specifically fair division problems
like the existence of EFx allocations.
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